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Abstracts 

 

Plenary Lectures 

 

Plenary Lecture I   Springer Lecture 

Chair: Stephan Hartmann  Room 5D, Wednesday 14:30 – 16:00 

 
Trendsetters and Social Change 

 

CRISTINA BICCHIERI 

University of Pennsylvania 

cb36@sas.upenn.edu 

 
Trendsetters are the "first movers" in social change. To study the dynamics of change, we need to study the 

interplay between trendsetters' actions and individual thresholds. It is this interplay that explains why change 

may or may not occur. 

 

 

Plenary Lecture II            De Gruyter Lecture 

Chair: Jan-Willem Romeijn       Room 5D, Thursday 17:40 – 19:10 

 
Measuring Graded Membership: The Case of Color 

 

IGOR DOUVEN 

CNRS (INSHS) 

igor.douven@paris-sorbonne.fr 

 
In my talk, I discuss Kamp and Partee's semantics for languages with vague predicates and especially the 

account of graded membership that is part of it. In its original presentation, the semantics is known to be 

incomplete, lacking a proposal for determining unique degrees of membership. It has recently been shown 

that the semantics can be completed by embedding it in the conceptual spaces framework, as developed in 

the cognitive sciences. It has also been shown that, in this version, the semantics is formally correct. However, 

the question of its material adequacy is still open. I report empirical work that addresses this question by 

testing the semantics in the domain of color. Specifically, a number of experiments are reported which are 

mailto:igor.douven@paris-sorbonne.fr
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meant to determine, on the one hand, the regions in color space where the typical instances of certain colors 

are located, and on the other hand, the degrees of membership in various color categories of a great number 

of different shades. From the locations of the typical regions in conjunction with Kamp and Partee's account 

follow degrees of membership for the color shades we are interested in. These predicted degrees are 

compared with the judged degrees, as obtained in the experiments. 

 

 

Plenary Lecture III     Plenary Lecture 

Chair: Gerhard Schurz       Room 5D, Saturday 16:30 – 17:30 

 
Causality in Dynamical Biological Mechanisms 

 

MARCEL WEBER 

Université de Genève 

marcel.weber@unige.ch 

 
It is widely held that structural causal models based on interventionist criteria for causal asymmetry provide 

an adequate representation of causality in any kind of causal system. In this talk I examine a type of dynamical 

system that is typical for biological mechanisms in that it contains a causal feedback loop, namely a biological 

clock mechanism. Such mechanisms can be described qualitatively as well as quantitatively by using systems 

of coupled differential equations. While these equations cannot be solved analytically, they have 

approximate solutions using discrete time. I show that these discrete time model are fully representable as 

causal structural models. However, these models are not causally equivalent to the original differential 

model. In particular, the differential model shows a failure of modularity. This suggests that in such dynamical 

mechanisms interventionist causality is something that emerges only at coarse-grained, approximate 

descriptions of reality and not at the fundamental level of the mechanism. 

 

mailto:Marcel.Weber@unige.ch
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Symposia & Contributed Papers I 

 

Quo Vadis Selective Scientific Realism?   Symposium 

Organizer: Peter Vickers 

Chair: Ioannis Votsis  Room 5D, Wednesday 16:30 – 18:30 

 
Case Studies and Selective Realism 

 

ANJAN CHAKRAVARTTY 

University of Notre Dame 

chakravartty.1@nd.edu 

 
Does Realism Become More Reasonable as Theories Become More Successful? 

 

DAVID W. HARKER 

East Tennessee State University 

harkerd@mail.etsu.edu 

 
The Scientific Realism Debate in the Year 2015: A New Era of Realist Criteria and Non-Realist Historical 

Challenges 

 

TIMOTHY D. LYONS 

Indiana University–Purdue University Indianapolis 

tdlyons@iupui.edu 

 
Selective Realism: Theory Choice or Theory Synthesis? 

 

DEAN PETERS 

University of Durham, University of Johannesburg 

deandpeters@gmail.com 
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Understanding the Selective Realist Defence Against the PMI 

 

PETER VICKERS 

University of Durham 

peter.vickers@durham.ac.uk 

 
General Description 

The challenge to scientific realism that emerges from the historical record continues to provoke significant 

discussion. The details may have changed since Laudan's canonical presentation, but the overall spirit 

remains the same. Simply put, radical theory change poses a problem for those scientific realists who want 

to make an inference from the success of science to the (approximate) truth of scientific hypotheses. Over 

the last few decades the principle realist response has been to develop some kind of selective realism, which 

seeks to distinguish those parts of a theory which warrant realist commitment from those that do not. Whilst 

there is wide agreement among realists that some version of selective realism is to be accepted, there is 

fierce disagreement as to which version of selective realism is most plausible. Candidates that are still actively 

discussed include the ‘entity realism’ associated with Hacking (1983) and Cartwright (1983), Worrall’s (1989; 

2006) ‘structural realism’ and Papineau’s (2010) related ‘Ramsey-sentence realism’, Kitcher’s (1993) 

‘working/presuppositional’ distinction, and Psillos’ (1999) defence of the selective strategy whereby realists 

attempt to ‘divide et impera’. 

Participants in this symposium have contributed to the debate in various ways. Anjan Chakravartty (1998; 

2007) has advocated ‘semi-realism’, designed to capture the core commitments shared by both entity realists 

and structural realists. David Harker (2012) has cautioned against certain versions of the selective realist 

thesis, and has argued for a comparative rather than absolute understanding of ‘empirical success’. Recently, 

Peter Vickers (2013) and Dean Peters (2014) have attempted to make sense of the working posits idea by 

paying close attention to the internal logic of theoretical derivations, and how theoretical claims are deployed 

therein. However, while Vickers tends to regard as essential those theoretical propositions that are the result 

of combining multiple prior propositions, Peters argues for the essentialness of more general theore-tical 

claims that contribute to multiple individual derivations. Finally, Tim Lyons has spent more than a decade 

publishing articles specifically on the topic of the historical challenge to selective scientific realism, and he 

has introduced a number of new historical case studies to the debate. 

With regard to the historical challenge, selective realists embrace a common attitude: the historical fact 

that scientific theories, which we now believe to be largely false, generated highly significant 

predictive/explanatory successes can be rendered compatible with a realist philosophy of science, on the 

condition that the theoretical claims understood by the selective realist to be responsible for these successes 
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are not among those we regard as false. There remain, however, historical examples that create problems 

even for selective realists, since certain theoretical constituents appear central to a theory’s success but are 

definitely not approximately true by current lights (on any reasonable theory of ‘approximate truth’). A 

number of new examples have recently been introduced to the literature, including Kepler’s predictions 

based on his theory of the anima motrix (Lyons 2006), Kirchhoff’s theory of diffraction (Saatsi and Vickers 

2011), Sommerfeld’s prediction of the hydrogen fine structure (Vickers 2012), and Dirac’s prediction of the 

positron (Pashby 2012). Vickers (2013) – drawing on previous work by Lyons and others – presents a long list 

of other possible examples. Thus the question remains whether scientific realism – even selective scientific 

realism – is consistent with the historical record. 

Reconciling realism with history is a central challenge but realists are also sensitive to the importance of 

generating a thesis which is well motivated independently of the historical record. No doubt the historical 

record can teach us lessons about how current selective positions might be sensibly adjusted, but the realist’s 

job would be too easy if she had total freedom to adjust her realism to match the history. Lyons’s paper in 

the current symposium ‘The scientific realism debate in the year 2015: a new era of realist criteria and non-

realist historical challenges’ addresses just these issues, identifying both (i) conditions any selective realism 

must meet, regardless of the history, and also (ii) case studies from the history which pose a serious threat 

to any such selective realism. 

The debate has long been carried out with a focus on how the selective realist should identify the working 

assumptions, the bits of a theory we should commit to when that theory has enjoyed sufficient empirical 

success. Vickers’s contribution to this symposium ‘Understanding the selective realist defence against the 

PMI’ takes issue with this approach, making a distinction between (i) the project of responding to historical 

challenges, and (ii) the project of identifying the ‘working posits’. Whilst (ii) is one route to (i), a currently 

unexplored option for the selective realist is to tackle (i) by merely arguing that specific assumptions are 

‘idle’. Breaking the realist’s job into two parts – projects (i) and (ii) – might help to make more transparent 

what the realist is trying to achieve, and whether it is possible at all. 

David Harker’s contribution ‘Does scientific realism become more reasonable as theories become more 

successful?’ further complicates the story, raising the question of how selective realism can be married with 

the fact that our confidence in scientific theories and hypotheses increases over time. Typically the selective 

realism debate has focused on individual scientific successes in the history of science, or collections of such 

successes, with little thought for the wider story of how the relevant science gradually developed in the 

months and years immediately before and after those successes. But, he argues, this broader story is crucial, 

since it is only by gaining an appreciation for the gradual growth of evidence that one can come to understand 

how scientists came to believe the corresponding theoretical hypotheses. The question to be explored here 

is whether the selective realist’s simplification of the historical story – focusing on individual scientific 

successes – is an innocent simplification which is consistent with the more complicated historical 
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development of science, or whether the historical reconstructions of the selective realist are too far removed 

from real science to tell us much at all about how science works, or what we can reasonably believe. 

This concern about the use of historical reconstructions can be pushed still further, threatening the very 

foundations of the debate. Within the philosophical community it has long been assumed that the history of 

science can bear very significantly on scientific realism – even to the extent that it can ‘falsify’ or ‘confirm’ a 

given realist position. Historians of science, however, often stress that historical reconstructions can never 

be fully ‘neutral’. In his paper ‘Case studies and selective realism’ Anjan Chakravartty questions the very 

framework of this debate on these grounds. It may be that the history of science can bear on scientific 

realism, but this hardly guarantees that it can settle disputes between realists and antirealists in the way that 

has so often been assumed on both sides of the debate. 

Another fundamental issue concerns the very idea of selective realism if we think that even a very 

modest/partial ‘meaning holism’ is to be favoured. Selective realism is prima facie based on the idea that one 

can take any individual part of a scientific theory in isolation and – if that part is ‘doing work’ – make a doxastic 

commitment to it. However, many believe that the semantic content of an individual equation, or model, or 

hypothesis, differs significantly depending on the wider theoretical framework in which it is embedded. In 

his paper ‘Selective realism: theory choice or theory synthesis?’ Dean Peters addresses this concern, bringing 

to life the issue of ‘semantic content’ via discussions of (i) ‘particulate’ versus ‘blended’ accounts of 

inheritance at the beginning of the 20th century, and (ii) the ‘prion revolution’ of the 1980s and 90s. Peters 

defends selective realism here, on the grounds that there is a natural way to make selective realism 

consistent with at least a partial meaning holism, and such that selective realism is actually supported by the 

history of science. 

Overall in this symposium two broad issues are to be addressed: (1) what general criteria should be 

satisfied by an epistemically acceptable variant of selective realism; and (2) how is the debate between the 

realist and anti-realist to be most profitably conducted? In addressing these issues, participants anticipate 

that this symposium will help to set the agenda for the short-term evolution of the selective realism debate. 

 

Abstracts 

1. Anjan Chakravartty: Case Studies and Selective Realism 

Case studies of past and present science, concerning both the interpretation of specific theories and the 

nature of theory change over time, are often presented as evidence for or against the viability of forms of 

selective realism: versions of scientific realism that advocate belief in certain components of theories, as 

opposed to their entire descriptive content. In this talk I consider the question of how probative case study 

evidence can be in this domain, focusing on three prominent versions of selectivity: explanationism; entity 

realism; and structural realism. In each case I suggest that while case studies are essential to philosophical 
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analysis, they are not compelling in the way that many suggest. I offer three arguments in support of this 

thesis. 

The first argument concerns debates about explanationism, the attempt to ground selective realism in 

components of scientific theories that describe what is required to explain their empirical success. I argue 

that several worries, including concerns about the “neutrality” of historical narrative, problematize the role 

of case studies here. A second argument focuses on entity realism. While this version of selective realism is 

sometimes marshaled in response to antirealist arguments stemming from historical discontinuities in 

scientific theorizing over time, I contend that considerations for and against it are quickly and naturally 

dissolved into disputes about how best to characterize the semantics of theoretical terms, which are neatly 

insulated from the details of cases. A final argument focuses on structural realism. While the problematic 

here varies according to the particular structuralist hypothesis at issue, in each case, I maintain, the tenability 

of the proposal rests not on cases per se, but on a number of conceptual issues concerning the notions of 

structure involved. 

 

2. David W. Harker: Does Realism Become More Reasonable as Theories Become More Successful? 

Central to almost all defenses of scientific realism is the conviction that scientific success, appropriately 

defined, is evidence for the approximate truth of those parts of scientific theories that are somehow 

responsible for the success. Efforts to unearth the most plausible version of this inference have helped 

generate a significant literature. However, what’s not straightforwardly reconcilable with the underlying 

sentiment is the possibility that realist attitudes towards certain entities, structures, properties, dispositions, 

and so on, might become more reasonable over time. That’s to say, whether particular constituents of a 

scientific theory stand in the right relationship to that theory’s successes is typically advanced as a 

straightforward dichotomy. Hence, whether one should adopt a realist attitude towards those constituents 

appears similarly dichotomous. Yet often it appears that our confidence in scientific conclusions strengthens 

over time, as more qualified individuals have chance to review available evidence, as more evidence - of 

perhaps very different types - becomes available, as new technologies and methods enable us to improve 

upon the quality of available evidence, and as these conclusions become central to frameworks of increasing 

scope, precision and fecundity. 

In this paper I consider how selective realists might capture the intuition that realist attitudes can become 

more reasonable. I suggest this requires  paying more attention to the ways in which scientific concepts are 

refined in response to anomalies and new data, and the ways those refinements help us explain both the 

success and failures of earlier models. I argue that analyzing scientific successes -without regard for the 

scientific context in which those successes appear - is to misrepresent an important aspect of scientific 

argumentation. The prospects for scientific realism will improve, I suggest, if we attend to patterns within 

the evolution of lineages of scientific research programs. 



Abstracts  Symposia & Contributed Papers I 
 Wednesday 16:30 – 18:30 

 

8 
 

 

3. Timothy D. Lyons: The Scientific Realism Debate in the Year 2015: A New Era of Realist Criteria and Non-

Realist Historical Challenges 

The scientific realism debate has now reached an entirely new level of sophistication. Faced with increasingly 

focused challenges, epistemic realists have appropriately revised their basic meta- hypothesis that successful 

scientific theories are approximately true: they have emphasized criteria that render realism far more 

selective and, so, plausible. Mindful of these advances, I articulate a set of conditions that must be met for a 

selective realist criterion to be viable. The theoretical constituents it picks out must be, not only 

ascertainable/identifiable, they must also be explanatorily relevant—genuinely responsible for success— and 

sufficiently realist, reaching to a level deeper than the empirical data. 

With these conditions in hand, I target what I take to be the set of most influential realist criteria now on 

offer. After briefly flagging some that fail to meet the above requirements, I point to a subset that 

nonetheless lives up to them. With the latter identified, however, I advance novel case studies to challenge 

these forms of realism. Although historical challenges to realism have tended to elaborate on those theories 

in Laudan’s infamous list (theories positing phlogiston, caloric, ether) and to focus on the late 18th and early 

19th centuries, I break from this path: I look to the history of astrophysics, and I emphasize 20th century 

advances. Moreover, I offer a novel account of the nature of the historical threat to realism, articulating a set 

of purely deductive arguments. I contend that both the content and form of these novel challenges severely 

threaten even the least demanding variants of selective epistemic realism. 

I conclude on a positive note, however, arguing that scientific realism need not be rejected outright, that a 

number of central realist tenets can be retained unproblematically even in the face of such threats to the 

epistemic component of scientific realism. 

 

4. Dean Peters: Selective realism: theory choice or theory synthesis? 

In this paper, I explore a tension between "selective" scientific realism and the incommensurability thesis 

associated with Kuhn and Feyerabend. The incommensurability thesis states that the meaning of a 

theoretical term is constituted by its relations to other concepts within that theory, so that terminological 

continuity between theories conceals more radical conceptual discontinuity. Hence the Kuhnian picture of 

theory change as the outcome of stark choice or "revolution". 

Selective realism claims that realist commitment should be reserved only for parts of scientific theories - 

usually those essential to their empirical success - and that these parts tend to be preserved in later theories. 

Since it emphasises continuity between parts of theories, often in isolation from their original context, the 

formulation of a specifically selective realism foregrounds the tensions between realism and Kuhnian holism. 

Moreover, if more than one theory is empirically successful at a given time, the selective realist must believe 

that each is at least approximately and/or partially true, which seems to rule out stark choice between them. 
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Arguably, selective realism is so at odds with holism that it suggests the elimination of "theory" talk 

altogether (cf. Vickers 2013), in favour of more fine-grained talk regarding the postulation, 

confirmation/refutation and combination of theoretical "parts". 

This view is apparently supported by historical episodes where a "revolutionary" theoretical realignment 

is best described as the result of synthesis between competing sets of theoretical claims. The first case I 

discuss is the neo-Darwinian synthesis of the early twentieth century, which succeeded in reconciling 

"particulate" and "blended" views of inheritance, while also giving a satisfactory account of natural selection. 

The second case I discuss is the "prion revolution" of the 1980s and 90s, wherein the "central dogma" of 

molecular biology was reconciled with the idea that biological information can be stored and transmitted by 

proteins. 

 

5. Peter Vickers: Understanding the Selective Realist Defence against the PMI 

Responding to the PMI, selective scientific realists make a distinction between the ‘working’ hypotheses of a 

theory, which warrant realist commitment, and the ‘idle’ parts of a theory, which do not. This strategy 

certainly helps the realist answer some historical challenges – cases where false theories enjoyed significant 

predictive (possibly explanatory) success – but there remain historical examples where what very much seem 

to be working hypotheses are definitely not approximately true. A number of new examples have recently 

been introduced to the literature, including Kirchhoff’s theory of diffraction, Sommerfeld’s atomic theory, 

and Dirac’s prediction of the positron. Thus the question remains whether scientific realism is consistent with 

the historical record. 

In recent years much of the discussion has concerned how (and whether) the selective realist can define 

‘working’, such that the definition is properly motivated (not ad hoc), and can be used to rebut PMI-style 

objections. However, two distinct realist projects have been conflated: (i) the project of responding to PMI-

style objections, and (ii) the project of explaining what realists should commit to/what the working posits 

are. Engaging in project (ii) is certainly one way to tackle project (i), but there is an easier, more direct way. 

Any historical challenge to selective realism will consist of a claim that some posit is both working and not 

approximately true. Thus to respond the realist need only argue that the posit in question is not working, and 

it is quite possible to have a good argument that a hypothesis is idle without having any general theory of 

what it takes for a hypothesis to be ‘working’. This also leads to an interesting new possibility: even if realists 

cannot hope to predict what will be retained in future scientific theories, they might be able to make 

predictions concerning what will not be retained. 
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Measure Sensitivity in the Study of   Symposium 

Reasoning and Cognition  

Organizer: Gustavo Cevolani, Vincenzo Crupi & Roberto Festa 

Chair: David Atkinson  Room 5E, Wednesday 16:30 – 18:30 

 
Criteria for the Deciding Between Confirmation Measures 

 

PETER BRÖSSEL 

Ruhr-University Bochum 

peter.broessel@rub.de 

 
Measure Sensitivity in Verisimilitude Theory 

 

GUSTAVO CEVOLANI 

University of Turin 

g.cevolani@gmail.com  

 
Shannon and Beyond: Generalized Entropies and Rational Information Search 

 

VINCENZO CRUPI 

University of Turin 

vincenzo.crupi@unito.it 

 
Coherentism, Pluralism and Measure Sensitivity 

 

MICHAEL SCHIPPERS 

University of Oldenburg 

mi.schippers@uni-oldenburg.de 

 
Probabilistic Explications of Causal Strength 

 

JAN SPRENGER 

Tilburg University 

j.sprenger@tilburguniversity.edu 

 

mailto:peter.broessel@rub.de
mailto:mi.schippers@uni-oldenburg.de
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General Description 

The problem of measure sensitivity. Formal models of rational inference are increasingly used in philosophy 

and related fields, including formal epistemology, cognitive science, and computer science. These models are 

usually put to work in the following way: first, a target problem is stated in terms of one or more central 

notions; second, a model is introduced which (supposedly) captures the central features of the relevant 

notion(s); finally, a solution to the initial problem is proposed by showing that, once adequately applied to 

the problem at issue, the formal model chosen demonstrably favors a unique possible answer over the 

others. To mention but one example, the Bayesian approach in philosophy of science (Howson and Urbach 

2006), epistemology (Bovens and Hartmann 2003), cognitive science (Oaksford and Chater 2007) and artificial 

intelligence (Korb and Nicholson 2004) tackles central issues in these areas relying on various probabilistic 

models of reasoning and rational belief. 

While the role of model-based argumentation in current philosophical and epistemological analysis is 

widely acknowledged, a crucial problem with this common practice remains prominent. This is the problem 

of measure sensitivity: several theoretical arguments, it turns out, are not invariant across different and 

otherwise plausible models. More precisely, the soundness of these arguments is critically sensitive to the 

choice of a particular formal explication. Measure sensitivity is arguably a challenging feature of current 

philosophical argumentation, and represents an important issue in different fields. On the other hand, it 

naturally fosters the search for robust arguments, i.e., arguments which remain sound regardless of the 

choice of a specific model within a sizable set of relevant variants. 

The exemplary case of measure sensitivity in Bayesian confirmation theory. A vivid illustration of the 

problem of measure sensitivity has attracted the attention of philosophers of science in the context of 

Bayesian confirmation theories (Festa 1999, Fitelson 1999, Brössel 2013, and Crupi 2014). Here, a 

(micro)model of inductive support is given in the form of a probabilistic measure of confirmation, expressing 

how much a piece of evidence e supports or undermines a given hypothesis h. According to the “incremental” 

view of confirmation, the degree of confirmation of h on e measures the change in the probability of h 

brought about by learning e; i.e., how much the final probability P(h|e) is increased or decreased as compared 

to the initial probability P(h). A variety of measures of this kind have been put forward, which are now well-

known to be non-equivalent, even in ordinal terms (Fitelson 1999; Crupi, Tentori and Gonzalez 2007; Crupi, 

Festa, and Buttasi 2010; Festa 2012). As an example, consider two of the most widely known incremental 

measures, i.e, the difference measure 

D(h,e) = P(h|e) –P(h), 

and the ratio measure 

 

R(h,e) = P(h|e)/P(h). 
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Of course, measures D and R will typically assign different numerical values to the degree of confirmation of 

h on e. More importantly, however, D and R can impose distinct orderings over hypothesis/evidence pairs. 

Consider for instance two hypotheses h and h* such that P(h) = .1 and P(h|e) = .9, whereas P(h*) = .01 and 

P(h*|e) = .1. As it is easy to check, 

D(h,e) = .8 > .09 = D(h*,e), 

while 

R(h,e) = 9 < 10 = R(h*,e). 

In other words, e confirms h more than h* according to measure D, but the ordering is reversed if R is 

assumed as the relevant measure instead. To cite but one other example, consider the following likelihood 

ratio confirmation measure: 

L(h,e) = P(e|h)/P(e|¬h) 

Whereas both D and R express the increase in the degree of belief in the truth of h given evidence e, L 

measures the discriminatory power of e with respect to h and its negation. L then captures a remarkably 

different intuition about confirmation, and it comes as no surprise that comparative assessments of the 

confirmation of different hypotheses can be reversed when L is adopted as the relevant measure, instead of 

D or R. 

The fact that some incremental measures are not ordinally equivalent was already acknowledged by 

Carnap (1962) and other earlier confirmation theorists. Only more recently, however, the implications of 

such non-equivalence for Bayesian confirmation theory and inductive logic in general have been fully 

appreciated. In particular, it can be shown that a number of arguments surrounding confirmation theory are 

sensitive to the choice of measure, in the sense that their soundness depends on which measure of 

confirmation is adopted. These include Bayesian solutions of popular problems such irrelevant conjunction 

(see Crupi and Tentori 2010, Fitelson 2012), the paradox of the ravens, the grue paradox, and more besides 

(Fitelson 1999, Huber 2008, Festa 2012, Brössel 2013). In these and others cases, the proposed solution only 

holds as far as some specific confirmation measures are employed, but fails to deliver the desired result when 

different, non-equivalent measures are adopted. Accordingly, measure sensitivity is seen as “one of the 

biggest challenges” confronting contemporary Bayesian confirmation theory (Brössel 2013, 378). 

Other examples. Given the widespread use of formal models in the study of reasoning and cognition — 

often in the form of measures of some kind —, it has to be expected that the problem of model sensitivity is 

a significant issue in other areas, too, besides confirmation theory. Indeed, this is what recent research 

reveals, by highlighting the consequences of the plurality of non-equivalent models in a number of different 

fields. 

Some examples will serve as an illustration. The problem of optimal information search, a key topic in 

statistics, philosophy of science and the analysis of clinical reasoning, is presently addressed by means of a 

number of models based on (some version of) epistemic utility theory. Much as for confirmation, these 
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models are non-equivalent and often deliver diverging results (Nelson 2005, 2008; Crupi and Tentori 2014). 

Similar problems arise when epistemic utility theory is applied to the justification of norms of probabilistic 

reasoning, given the plurality of different measures available to assess the overall accuracy of belief states, 

usually construed as the main epistemic goal in these literature (Leitgeb and Pettigrew 2010, Levinstein 2012, 

Pettigrew 2013). Finally, measure sensitivity turns out to be a significant issue in the analysis of some central 

notions in the philosophy of science and formal epistemology, including coherence (Schippers 2014, 2015), 

explanatory power (Schupbach 2011, Schupbach and Sprenger 2011, Crupi and Tentori 2012), and 

verisimilitude or truthlikeness (Oddie 2014, Niiniluoto 2003, Schurz and Weingartner 2010, Cevolani, Festa, 

and Kuipers 2013). 

Aims of the symposium. In all the above mentioned areas, existing inquiries and results are significantly 

sensitive to the choice of a particular model, such a choice being sometimes left with no firm theoretical 

basis. This motivates the present symposium proposal, whose general aim is to explore the problem of 

measure sensitivity in a number of variations, to assess its general significance, and articulate its specific 

implications. The five proposed contributions will address this problem in the light of the following open 

issues. 

– First, to appreciate the relevance of the problem of measure sensitivity, an exploration is needed of how 

widespread this problem is across different fields of inquiry: philosophy of science, formal epistemology, and 

cognitive science provide a highly valuable domain for an integrated assessment. 

– Second, the viability and desirability of different possible solutions to the problem of measure sensitivity 

have to be assessed. In this connection, it is not even clear whether robustness — i.e., insensitivity/invariance 

to the choice of a model — is a realistic, general aim to strive after, or if a more modest, piecemeal strategy 

is in order to handle the plurality of formal models and of their different applications. An exploration of this 

issue will also shed new light on the relative merits of “monist” vs. “pluralist” positions in the debate on the 

adequacy of different modes in a variety of contexts. 

Finally, the problem of measure sensitivity raises some doubts concerning the practice of model-based 

argumentation itself. Are there intrinsic limitations to this kind of inquiry? Is measure sensitivity an 

insurmountable barrier or a plain, unavoidable feature of sound philosophical argumentation? 

 

Abstracts 

1. Peter Brössel: Criteria for the deciding between confirmation measures 

In confirmation theory the problem of measure sensitivity (Festa 1999, Fitelson 1999, Brössel 2013) boils 

down to this. There are various non-ordinally equivalent confirmation measures that cannot measure the 

same quantity. If they measured the same quantity, then they would be at least ordinally equivalent. In this 

paper we evaluate various approaches how to decide between various non-ordinally equivalent measures of 

confirmation. In particular, we investigate whether considerations of intuitive desiderata, of the level of 
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measurement, of the purpose of confirmation theories, or of conformity with other important measures of 

epistemology (such as explanatory, unificatory, and systematic power) might resolve the problem. Contra 

most philosophers we argue that intuitive desiderata cannot solve the problem of measure sensitivity. Contra 

Vassend (2014) we also argue that considerations of the level of measurement cannot help to narrow down 

the field of potential confirmation measures. However, considerations of the purpose of confirmation theory 

and of the conformity or coherence of confirmation measures with various others epistemic measures can 

narrow down the field of confirmation measures considerably. In particular, for every purpose of 

confirmation theory one can hope to find a distinguished confirmation measure that is up to ordinal 

equivalence the best explication of the quantitative notion of confirmation for that purpose. However, this 

also shows that there is not just one best explication of our everyday notion of confirmation, but different 

explications for different purposes. 

 

2. Gustavo Cevolani: Measure sensitivity in verisimilitude theory 

Verisimilitude or truthlikeness — i.e., closeness or similarity to the whole truth about a given domain — plays 

a central role in prominent discussions of scientific progress, the aims of science, and the realism/antirealism 

issue. The problem of adequately defining this notion, first raised by Popper in the early sixties, has proved 

harder than initially thought. Today, at least three different approaches to verisimilitude have been 

distinguished and a number of measures exist, aiming at explicating what does it mean for a hypothesis or 

theory to be closer to the truth than another one. The ongoing debate on the adequacy of competing 

verisimilitude measures has highlighted some key principles, allegedly expressing crucial intuitions 

concerning the very idea of truth approximation. I focus on three such principles, which make explicit some 

basic conceptual connections among truth (and falsity), informative content, and verisimilitude. I then 

emphasize that each of these principles is violated by at least one well-known measure of verisimilitude in 

the literature. Since most philosophical arguments surrounding verisimilitude theory rely on one or more of 

these principles, their soundness turns out to depend on the specific measures adopted to explicate the idea 

of closeness to the truth. This is the problem of measure sensitivity, which arguably challenges the theory of 

verisimilitude, as well as Bayesian confirmation theory and other areas of formal philosophy of science. After 

considering some illustrations of this problem in the verisimilitude literature, I briefly discuss its relations to 

the well-known problem of language dependence, and its implications for current theoretical work on 

competing approaches to measuring truthlikeness. 

 

3. Vincenzo Crupi: Shannon and beyond: Generalized entropies and rational information search 

We present a biparametric family of measures known as Sharma-Mittal entropies. This is a very 

comprehensive framework in contemporary information theory. It includes a number of important special 

cases arising across different fields such as generalized statistical thermodynamics, the study of biological 



Abstracts  Symposia & Contributed Papers I 
 Wednesday 16:30 – 18:30 

 

15 
 

and ecological diversity, and analyses of political and demographic concentration/fragmentation. 

Mathematically, relevant parameter settings in the Sharma-Mittal formalism generate classical 

Boltzmann/Shannon entropy as well as Rényi and Tsallis entropies, and more besides. We discuss 

applications for human reasoning, where entropy represents epistemic uncertainty and uncertainty 

reduction, in turn, is a major kind of epistemic utility. We argue that the Sharma-Mittal parameters can be 

given meaningful theoretical interpretations in this domain. We also explain how a variety of models ensue 

concerning the expected informational value of experiments, thus of information search options. Finally, we 

explicate formal and conceptual connections with related branches of the literature, including probabilistic 

theories of confirmation and scoring rules. 

 

4. Michael Schippers: Coherentism, pluralism and measure sensitivity 

Propositions cohere to the extent they agree or dovetail with each other. The concept of coherence plays an 

important role in the theory of epistemic justification and in legal reasoning. The last 15 years have seen a 

large number of probabilistic proposals trying to explicate the notion of coherence, which is notorious for its 

elusiveness. In evaluating these proposals, the reference to particular test cases has more and more been 

replaced by a study of adequacy constraints. Unfortunately, however, it turned out that for each adequacy 

constraint there is at least one extant measure violating it. Moreover, it can easily be shown that the set of 

common adequacy constraints, albeit intuitively well-motivated, is plainly inconsistent. In this talk I discuss 

some recent results that are intimately connected with the problem of measure-sensitivity, as prominently 

discussed in the literature on Bayesian confirmation theory. To this end I focus on adequacy constraints 

highlighting the relationship between coherence on the one hand and concepts such as probabilistic 

independence, logicality, truth- and reliability-conduciveness, inconsistency and disagreement on the other. 

After presenting some formal results I address the question of how to interpret them. More precisely, I argue 

that the problem of measure sensitivity, as it affects probabilistic measures of coherence, should be 

considered an argument for (a moderate) pluralism with respect to the underlying explicatum. 

 

5. Jan Sprenger: Probabilistic explications of causal strength 

Is IQ dependent more on nature or nurture? Is lack of water or lack of sun more responsible for the death of 

your garden plant? What is the relative impact of the referee’s and the coaches' decisions on the outcome 

of a football match? Questions like these are ubiquitous in science and everyday life and motivate the search 

for a measure of causal strength. Since probability is the primary scientific tool for uncertain reasoning, our 

intended measure of causal strength should be probabilistic, too. 

First, following I.J. Good's axiomatic approach, we develop adequacy conditions for a measure of causal 

strength that take into account recent lessons from the structural equations approach to modeling causation 

(e.g., pathwise vs. generic causation). On the basis of those conditions, we evaluate various probabilistic 
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measures of causal strength from the psychology and cognitive science literature. In this way, we shall assess 

the prospect of uniqueness results for a measure of causal strength. 

However, these results may not converge on a single measure. Empirical data are required in order to find 

out which of several theoretically defensible measures shows the greatest agreement with the way scientists 

and laypersons reason. Although probabilistic models of causal judgments have been assessed empirically, 

such studies leave open a number of methodological and theoretical issues. One of the most prominent ones 

is the worry that participants in these experiments might not correctly understand their task and conflate 

cognate concepts with each other. Plausible candidates for such a conflation are, among others, the concepts 

of causal strength and explanatory power. Therefore, we elicit causal judgments in probabilistic scenarios, 

and map those judgments on measures of causal strength. We analyze the results in two ways: First, a 

statistical analysis will reveal whether the measures of causal strength that have survived the theoretical 

scrutiny indeed fit the empirical data. Second, we determine whether participants clearly separate causal 

strength and related concepts (e.g., explanatory power). Apart from clarifying the notion of causal strength, 

our results also imply valuable insights into the measure sensitivity of causal reasoning. 

 

References 
Bovens, L. and Hartmann, S. (2003). Bayesian Epistemology. Oxford: Oxford University Press. 
Brössel, P. (2013). The Problem of Measure Sensitivity Redux. Philosophy of Science 80 (3): 378-397. 
Cevolani, G., Festa, R., and Kuipers, T.A.F. (2013). Verisimilitude and belief change for nomic conjunctive 
theories. Synthese 190 (16): 3307-3324. 
Crupi, V. (2014). Confirmation. The Stanford Encyclopedia of Philosophy, E. N. Zalta (ed.), URL = 
<http://plato.stanford.edu/archives/fall2014/entries/confirmation/>. 
Crupi, V. and Tentori, K. (2010). Irrelevant conjunction: Statement and solution of a new paradox. 
Philosophy of Science 77 (1): 1-13. 
Crupi, V. and Tentori, K. (2012). A Second Look at the Logic of Explanatory Power (with Two Novel 
Representation Theorems). Philosophy of Science 79 (3): 365-385. 
Crupi, V., Tentori, K., and Gonzalez, M. (2007). On Bayesian measures of evidential support: Theoretical and 
empirical issues. Philosophy of Science, 74, 229-252. 
Festa, R. (1999). Bayesian Confirmation. In M. C. Galavotti and A. Pagnini (eds.), Experience, Reality, and 
Scientific Explanation, Dordrecht: Kluwer, pp. 55–87. 
Festa, R. (2012). “For unto every one that hath shall be given”. Matthew properties for incremental 
confirmation. Synthese 184 (1):89-100. 
Fitelson, B. (1999).“The Plurality of Bayesian Measures of Confirmation and the Problem of Measure 
Sensitivity”. Philosophy of Science 66 (Proceedings): S362–S378. 
Fitelson, B. (2012). Contrastive Bayesianism. In Martijn Blaauw (ed.), Contrastivism in Philosophy: New 
Perspectives. Routledge 
Howson, C. and Urbach, P. (2006). Scientific Reasoning: The Bayesian Approach, Open Court, La Salle. 
Huber, F. (2008), “Assessing theories, Bayes style”, Synthese, 161: 89-118. 
Korb, K.B. & Nicholson, A.E. (2004). Bayesian Artificial Intelligence. Chapman & Hall/CRC. 
Leitgeb, H. and Pettigrew, R. (2010). An Objective Justification of Bayesianism I-II. Philosophy of Science 77 
(2): 201-235, 236-272. 
Levinstein, B. (2012). Leitgeb and Pettigrew on Accuracy and Updating. Philosophy of Science 79 (3): 413-
424. 



Abstracts  Symposia & Contributed Papers I 
 Wednesday 16:30 – 18:30 

 

17 
 

Nelson, J.D. (2005). Finding useful questions: On Bayesian diagnosticity, probability, impact, and 
information gain. Psychological Review, 112, 979-999. 
Nelson, J.D. (2008). Towards a rational theory of human information acquisition. In N. 
Chater & M. Oaksford (eds.), The Probabilistic Mind: Prospects for Bayesian Cognitive Science. OUP Oxford. 
Niiniluoto, I. (2003). Content and Likeness Definitions of Truthlikeness. In Philosophy and Logic in Search of 
the Polish Tradition, a cura di J. Hintikka et al., 27–35. Springer. 
Oaksford, M. & Chater, N. (2007). Bayesian Rationality: The probabilistic approach to human reasoning. 
OUP Oxford. 
Oddie, G. (2014). Truthlikeness, The Stanford Encyclopedia of Philosophy, E. N. Zalta (ed.), URL = 
<http://plato.stanford.edu/archives/sum2014/entries/truthlikeness/>. 
Pettigrew, R. (2013). Epistemic utility and norms for credences. Philosophy Compass, 8, 897-908. 
Schippers, M. (2014). Probabilistic measures of coherence: from adequacy constraints towards pluralism. 
Synthese 191 (16): 3821-3845. 
Schippers, M. (2015). Towards a grammar of Bayesian coherentism. Accepted for publication in Studia 
Logica. 
Schupbach, J.N. (2011). “Comparing Probabilistic Measures of Explanatory Power.” Philosophy of Science 78 
(5): 813–29. 
Schupbach, J.N. & Sprenger, J. (2011). The Logic of Explanatory Power. Philosophy of Science 78 (1): 105-
127. 
Schurz, G. & Weingartner, P. (2010). Zwart and Franssen's impossibility theorem holds for possible-world-
accounts but not for consequence-accounts to verisimilitude. Synthese 172 (3): 415-436. 
  



Abstracts  Symposia & Contributed Papers I 
 Wednesday 16:30 – 18:30 

 

18 
 

General Philosophy of Science I   Contributed Papers 

Chair:  J. D. Trout   Room 5F, Wednesday 16:30 – 18:30 

 
What is a Ceteris Paribus Law? 

 

CARSTEN HELD 

Universität Erfurt 

carsten.held@uni-erfurt.de 

 
1. 

According to Hempel and Oppenheim’s classic deductive-nomological (DN) account, a scientific explanation 

is an argument for the explanandum using a law of nature. It is ideal in the sense that the argument for the 

explanandum is logically sound; an everyday explanation is a sketch of such an ideal explanation. Accordingly, 

in an everyday explanation of the form ‘B because A’, where A and B are propositions, citing the factor 

expressed by ‘A’ is thought to be replaceable by citing ‘A & L’, where L expresses a law and is of such a form 

that A & L entails B; the explanans A is said to be nomically sufficient for explanandum B. 

A well-worn example from classical mechanics is the mathematical pendulum: from Newton’s Second Law 

and using familiar idealisations for the pendulum we derive an equation of motion (d² θ /dt² + (g/l) sin θ = 0), 

which (using the small-angle approximation sin θ ≈ θ and choosing θ(t0) = θ0 and (dθ/dt)(t0) = 0) we solve as: 

θ(t) = θ0 cos ((g/l)½ t). Understanding θ(t) and θ0 as limiting cases of events we can interpret this as a kind of 

process law: For arbitrary t, if the pendulum bob is released at θ(t0) = θ0, then it moves through θ(t) at t. With 

this law in hand, we can deduce the bob’s position at t, for arbitrary t, from the initial conditions and thereby 

can explain a real pendulum’s position from law and initial conditions, given that it approximately conforms 

to the idealizations. 

The DN account has two well-known defects. First, it allows us to cite factors nomically sufficient but not 

necessary for the explanandum, while an acceptable explanation requires such a necessary factor; the classic 

counterexamples all exploit this defect. Second, the account asks us to argue for the explanandum using a 

process law: a proposition universally connecting two types of events. But it has long been suspected that 

such process laws are never generally true. Suppose, e.g., that a real pendulum approximately conforms to 

the relevant idealizations, then still there are countless possibilities for the bob to be released at θ(t0) = θ0 

and not move through θ(t) at t, for any t. These possibilities just depend on the fact that the envisaged 

situation, even given the idealizations, is compatible with countless outside interferences. We do not expect 

that just by chance these possibilities never materialize. So we think that in its generality our process law is 

false and thus cannot be a premise in a sound argument, as the DN account would have it. The DN account, 

we see, is fundamentally defective but this leaves open to which extent it is misguided. Here, I argue that an 
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ideal explanation is indeed a sound argument using a natural language (NL-) conditional, suitably interpreted. 

The latter can be viewed as an instance of a Ceteris Paribus (CP-) law. 

 

2. 

Let A and B be propositions and let their truthmakers A and B be situations (parts of possible worlds). One 

situation can literally contain another and two situations are disjoint iff none contains any part of the other. 

A situation makes A true iff its existence is necessary and sufficient for A’s being true. Moreover, a situation 

makes B true (false) by making A true if it makes both A and B (¬ B) true and, for every situation, B’s (¬ B’s) 

being false in it entails A’s being false in it. A situation subordinates B to A iff it makes B true or false by making 

A true and it coordinates propositions A and B iff it makes them true without subordinating either one to the 

other. 

NL-conditionals, it turns out, are no material conditionals; instead the conditional clause is best 

understood as an adverbial clause, containing a tacit quantifier (Lycan 2001). As a consequence, ‘If A, then B’ 

is best interpreted as ‘B, in any situation in which A’ or ‘(x) (In(x, A) → In(x, B)‘, where ‘In(x, A)’ abbreviates 

‘In situation x, A’. (‘→’ is the material conditional.) The quantifier domain is assumed to exclude situations 

making B false without subordinating it to A. NL-conditionals, thus analyzed, can be used to construct sound 

arguments functioning as explanations. So our process law should, within the context of explaining the 

pendulum bob’s motion, be replaced by an explicated NL-conditional: ‘If, in x, the pendulum bob is released 

at θ(t0) = θ0, then, in x, it moves through θ(t) at t’, where x is a situation as specified. But our process law is a 

CP-law. It now suggests itself that CP-laws should be understood as explicated NL-conditionals functioning in 

explanations. 

 

3. 

My proposal has two immediate implications that have not been fully appreciated in the literature. (See, 

among many others, e.g. Pietroski/Rey 1995, Woodward 2002.) First, CP-laws should not be considered in 

isolation without the context of explanation that brings them about. There are no CP-laws out there that 

mysteriously hold without holding in full generality and then, just by chance, come handy for our explanatory 

needs. Second, it is misguided to look for falsifiers of CP-laws and then buttress the laws against them by 

inserting antecedents claiming the presence of some completer or the absence of some interferer. Within 

the context of an explanation, there simply are no falsifiers for a specific reason. The situations making the 

explanandum false without making the explanans true are excluded from the NL-conditional’s domain and 

rightly so because, by presupposition, the explanandum is true and these situations certainly cannot 

contribute to its explanation. The situations making the explanandum false by making the explanans true are 

included in the domain and rightly so, because if any one of them exists the NL-conditional is false, is not a 

CP-law and does not contribute to a sound argument for the explanandum. Of course, not any NL-conditional 
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is a CP-law – but the missing additional factor is easy to come by. CP-laws are NL-conditionals derived from 

functional laws of nature. 
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Explanationism is the view that inference to the best explanation (IBE) is a reliable guide to true scientific 

theories (or at least theories likely to be approximately or partially true). This view faces a prominent problem 

(e.g. Cartwright 1983): why should the explanatory qualities of theories be a reliable guide to their truth? 

Prima facie, virtues like being simple, unifying or in some other sense a good explanation do not tell us 

anything about the (likely, approximate) truth of theories. 

In responding to this objection, explanationists often appeal to the descriptive adequacy of their view vis-

a-vis scientific inferential practice. This empirical claim is supposed to provide an empirical argument for the 

reliability of IBE. Two overall strategies for these arguments can be distinguished: direct and indirect 

arguments (Douven 2011). Most discussion of these arguments have been framed within the context of the 

scientific realism debate. Consequently, commentators have on whether these arguments can be formulated 

in a way that avoids begging the question against sophisticated forms of antirealism. This paper raises a more 

fundamental problem: the empirical premises needed for these argument to support their conclusion are 

simply false. This problem remains even if we assume the truth of scientific realism. 

According to the direct strategy, successful applications of IBE provide evidence for the general reliability 

of IBE. This argument strategy can be formulated using various frameworks – e.g. as a simple enumerative 

induction, using Bayesian confirmation theory (Douven 2005) or Kitcher's (2001) “Galilean Strategy”. 

Regardless, in order for the direct strategy to support explanationism, it is not enough that IBE has often led 

scientists to infer (approximately) true theories. Rather, it must be the case that IBE has led to the truth more 

often than not. 

However, as already Duhem (1954) and later Laudan (1981) pointed out, even if theories we currently 

accept provide very good explanations, these were preceded by numerous false theories which also provided 

very good explanations. This problem is distinct from the pessimistic induction against scientific realism. In 

order to defend the claim that successful theories tend to be true, most realists have responded by (i) 

narrowing their conception of “successful theories” to include novel predictive success and (ii) restricting 

their realist commitments to the “working posits” of the theory (Psillos 1999). Both realist responses raise 

problems for explanationism. First, move (i) suggests that it is novel predictive success, rather than 

explanatory quality, which is doing all the truth- tracking epistemic work. Second, the way (ii) is implemented 
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exacerbates this problem, since it usually the central explanatory posits – caloric, phlogiston, etc. – of past 

theories which are deemed to be “idle wheels” (Chang 2003). 

The indirect strategy, in contrast to the direct strategy, does not rely on claims about the success of 

individual instances of IBE. It only relies on the premise that IBE plays an important role in scientific inquiry. 

This, together with the assumption that scientific inquiry is generally reliable, is taken to support the 

reliability of IBE (e.g. Thagard 1988, ch. 8; Lipton 2004, ch. 9). Notice that this argument can side-step the 

challenges from past unsuccessful applications of IBE if “generally reliable” is interpreted to mean something 

like “tends to lead to approximately true theories in the long run”. Even so, the direct strategy, in this simple 

formulation, commits a fallacy of division: even if scientific inquiry as a whole is generally reliable, it does not 

follow that any individual inference-pattern used in scientific inquiry is reliable as well. In particular, it fails 

to rule out that explanatory reasoning plays a different role in scientific inquiry from being a guide to the 

approximate truth of theories. 

In order to support explanationism, the indirect strategy requires a stronger empirical premise, viz. that 

IBE plays an important role in scientific inquiry as a means to determining which theories to regard as (likely 

to be approximately) true. I propose an alternative view according to which explanatory reasoning first and 

foremost plays the role of generating or selecting hypotheses that it would be worthwhile to pursue (cf. 

Paavola 2006, McKaughan 2008). To pursue a theory is to investigate whether it is true, e.g. developing it 

theoretically and testing it empirically. Deciding which theory to pursue is essentially a decision-theoretic 

problem of how to best spend our time and resources available for scientific research. On this account, even 

if explanatory virtues do not tell us anything about the truth of H, the fact that H would be the most satisfying 

explanation if it were true can still be a good reason to investigate whether it is actually true. 

I argue that the pursuitworthiness view provides a more descriptively adequate account of the role of 

explanatory reasoning in science. I illustrate this claim with two case-studies often taken to support 

explanationinsm: Semmelweis' investigations of childbed fever (Lipton 2004) and Le Verrier's discovery of 

Neptune (Douven 2011). 
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A theory’s fertility, fruitfulness, or fecundity has been identified as one of the five most important theoretical 

virtues besides empirical accuracy, simplicity, unifying power, and external/internal consistency (Kuhn 1977; 

Okasha 2011). These days theoretical fertility is usually understood in terms of novel success, i.e., in terms of 

a theory’s confirmed predictions of novel phenomena. Novel success has played a central role not only in 

discussions about theory choice, but also in the realism debate: realists are normally willing to commit to the 

truth of only those theories which have managed to produce novel success. There is however another form 

of fertility which, Ernan McMullin has claimed in several works (1968, 1976, 1982, 1984, 1985), provides just 

as strong an argument for realism, if not even a better one. This form of theoretical fertility, which I will call 

M-fertility, will be the subject of this paper. In particular, I will defend M-fertility as a “virtue in its own right” 

against a reductionist challenge put forth by Nolan (1999). At the same time, however, I will question the 

realist rationale offered by McMullin for M-fertility being a virtue. 

McMullin (1968, 391; 1976, 423) characterizes a theory’s fertility as the ability to “cope with the 

unexpected”, in particular, “as new evidence becomes available”. In another place, McMullin specifies: 

 

... the theory proves to have the imaginative resources […] to enable anomalies to be overcome 

and new and powerful extensions to be made. Here it is the long-term proven ability of the theory 

or research program to generate fruitful additions and modifications that has to be taken into 

account. (McMullin 1982, 16) 

 

To put it schematically, at first pass, a theory T is M-fertile if T has resources for accommodating evidence E, 

inconsistent with T, by suggesting modifications of T so that a modified version of T, T*, can accommodate E. 

This definition will be made more precise in the following. 

Nolan (1999) has questioned that there is a feasible rationale for viewing M-fertility as a virtue “in its own 

right”: “on the face of it”, Nolan explains, “it can be a little hard to see why the liability of a theory to require 

improvements, or to raise new problems, should be considered a good thing” (267). Instead Nolan has argued 

that, insofar M-fertility is a virtue, it is a virtue only because it can be reduced to novel success. In the paper 

I will show that Nolan is wrong about this; M-fertility cannot be so reduced. 
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M-fertility is incompatible with both of the standard notions of novel success, namely temporal and use-

novel success. For temporally novel success, evidence E must minimally be unknown at the time at which 

theory T is devised. E must also be anticipated by T. But that is clearly not the case for what McMullin has in 

mind. In M-fertility, modified T* accommodates evidence that could not be accommodated by the original T 

(an anomaly for T is by definition not anticipated by T). In M-fertility also use-novelty is violated: T is modified 

in order to accommodate E. In other words, E was used in the construction of T*. Hence, in so far as M-fertility 

is a virtue, it is a virtue that is independent of the virtue of novel success. Nolan’s arguments to the contrary, 

I will show, fail. But is M-fertility a virtue in the first place? 

McMullin offers the following realist rationale for M-fertility: the modifications of a theory in response to 

anomalies are virtuous so long as those modifications are not ad hoc, which, for McMullin is equivalent to 

the modifications being motivated by de-idealisations of the theory. Although that is plausible in principle, I 

will argue that even McMullin’s own favoured example does not support this view. Instead, I will argue, it 

supports the view that scientists are happy to modify their theories to establish empirical adequacy even 

when those changes cannot be construed as de-idealisations. 

Although this conclusion seems to support antirealism, I will point out an important caveat that the 

antirealist might be hard pressed to accommodate. 
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In the recent literature on scientific pluralism interaction among scientists has often been argued for as a 

necessary condition for scientific objectivity. In the Millian spirit, Helen Longino takes interaction among the 

proponents of rivaling hypotheses in a given domain essential for the advancement of both the individual 

inquiries and for the scientific domain itself (Longino (2002a), Longino (2002b), Kellert et al. (2006)). Similarly, 

Hasok Chang argues for the benefits of interaction among scientists facing a disagreement, which supersede 

the benefits of passive toleration (Chang (2012)). The main idea underlying these arguments is that the ideal 

of scientific objectivity includes interactive objectivity, which poses the requirement on scientific claims to 

be shared, dis- cussed, open to examination and criticism, etc. (see Douglas (2009)). 

This conduciveness of interaction for scientific objectivity has been chal- lenged by Kevin Zollman (Zollman 

(2007), Zollman (2010)). Using a game- theoretic approach Zollman has constructed a formal model which 

represents processes of learning and decision making that occur in scientific communities. The model is based 

on an analogy between the learning processes typical for scientific communities and the so-called bandit 

problems (devised in statistics and used in economics). It concerns the question whether a scientist should 

at a given point keep on gathering information about different methods of solving a problem in order to see 

which of the methods is superior, or whether she should rather pick out the method that seems the most 

promising and stick with that one. In this respect a scientist is similar to a gambler, confronted with different 

slot machines which payoff at different rates, who has to decide at which point to stop testing the machines 

and stick with the one that seems to have the best payoff. 

In view of this model Zollman concludes that there are two (mutually ex- clusive) possible ways in which 

a scientific community can assure an optimal acquisition of reliable knowledge: 

1. either by limiting the information flow and restricting interaction in the community; 

2. or by endowing the scientists with extreme beliefs (i.e. extremely high epistemic confidence) regarding 

their respective pursued hypotheses. 

In other words, unless scientists have extreme (epistemically unwarranted) beliefs regarding their 

hypotheses, interaction among them may hinder reliable acquisition of scientific knowledge. 

The aim of the present paper is to challenge Zollman’s result by showing that his modelling is based on 

unwarranted assumptions about how scientists evaluate their hypotheses and how they respond to new 

evidence. My criticism consists of two parts. 
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In the first part I argue that Zollman’s model is based on a conflation of two types of evaluation regarding 

scientific hypotheses, which Thomas Nickles has termed epistemic appraisal (EA) and heuristic appraisal (HA). 

EA is a retrospective assessment that regards truth-conducive features of justification and decision-making, 

and stands for the traditional idea of theory confirmation. In contrast, HA is a prospective assessment that 

regards heuristic and pragmatic considerations concerning the fruitfulness of research directives (Nickles, 

2006, p. 159) (see also Nickles (1996), Nickles (2009)). Hence, EA addresses the ques- tion: “What should we 

believe/endorse/accept as reliable knowledge claims?”, while HA addresses the question: “Which 

ideas/hypotheses/theories are worthy of pursuit?”. As it has been argued by Nickles and others (see e.g.  

Šešelja et al. (2012)) these two kinds of questions are addressed by means of different types of 

considerations. 

Now, Zollman’s model aims at representing scientists’ decisions that regard the question which research 

avenue each of them should pursue. Such decisions are clearly a matter of an HA. Nevertheless, I will show 

that Zollman describes these decisions as if they were a matter of an EA. 

In the second part of my discussion I look at a possible escape route for Zollman’s model. A natural 

question to ask is: can his model be saved from the above objection by simply being re-interpreted in such a 

way that the decisions of scientists are taken to represent belief updating in terms of HA? For this to be the 

case, the information exchanged by scientists has to concern considerations relevant for HA as well. The 

results that scientists obtain via their inquiries (such as their experimental results) can indeed play such a 

role. Nevertheless, I argue that the way Zollman’s model represents the process of belief updating does not 

correspond to the way scientists update their beliefs in terms of HA. In particular, when faced with counter-

evidence, scientists performing HA will update their stance not only in view of this evidence, but also in view 

of other considerations, such as the presence of positive and negative heuristics (to use a Lakatosian 

framework, see Lakatos (1978)) regarding the given hypothesis. Thus, even though their epistemic 

confidence regarding the hypothesis might, for example, drop or remain low (in view of EA), they might still 

hold it worthy of pursuit (HA). As a result – contrary to Zollman’s view – unrestricted infor- mation exchange 

does not that easily lead to a convergence of research inquiries despite the fact that scientists remain 

epistemically optimal agents (i.e. without them adopting extreme, epistemically sub-optimal beliefs). 

A case in point is the very case study which Zollman presents in his paper: the research on the causes and 

the treatment of peptic ulcer disease (PUD). As it has recently been argued in Šešelja and Straßer (2014), the 

bacterial hy- pothesis of PUD was still worthy of pursuit in the 1950s, when it was largely abandoned. While 

it did face challenges that Zollman takes to be crucial for its abandonment, the authors argue that this 

research avenue had sufficiently strong positive and negative heuristics. In other words, the bacterial 

hypothesis was not abandoned by non-biased scientists whose information flow was unre- stricted. Rather, 

the large-scale study used to refute the bacterial hypothesis was based on a method that was previously 

shown to be unreliable. Hence, either this methodological problem was too less communicated among the 
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sci- entists at the time, or scientists were unjustified in taking the results of the study to be reliable (assuming 

no other non-epistemic factors played a role in this case). 
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As it is well known, Einstein introduction of the Equivalence Principle (EP) in 1907 is standardly considered 

the beginning of the path that led him to the formulation of the theory of General Relativity. Even if this 

episode has been largely studied, the interpretation of EP, as well as its role in the conception of the theory, 

is still an issue open to discussion. 

In this paper I have two main objectives, both related to the physical interpretation of the Equivalence 

Principle. The first one aims directly at contributing to the discussion about the right formulation of the 

Equivalence Principle in the context of General Relativity. This question has a considerably long history and, 

consequently, different versions of the principle have been proposed as candidates to encode the one 

actually implemented in General Relativity. In relation to this, I argue that most of the proposals focus in 

capturing in which particular manner the matter fields couple to the metric, and they leave out something 

that I consider essential for the physical interpretation of EP, namely, that the structure that determines 

inertial motion cannot be itself determined independently form matter fields. I examine the prospect of 

incorporating this feature in the formulation of the principle and test whether this helps in the clarification 

of the relation of EP to other principles that were claimed to be essential in the search for the equations of 

the theory (like energy-momentum conservation or General Covariance). I also defend that this strategy 

provides a criterion that separates General Relativity from other relativistic theories of gravitation. 

My second aim is to translate the insights from the previous discussion to a debate that belongs to the 

interpretation of Special Relativity. In recent times, the kinematical character of the explanation of certain 

phenomena, provided in Special Relativity, has been questioned. In its place, Harvey Brown has defended 

that a particular version of a Lorentzian dynamical explanation of such phenomena might be operating in 

Special Relativity. Nevertheless, we can say that most commentators have not been convinced by Brown's 

strategy; instead, more sophisticated accounts of the so-called kinematical, or sometimes mathematical, 

character of the explanation have been advanced. There are two different issues implied in these discussions: 

one relates to the question about the status of different models of scientific explanation, the other concerns 

the physical interpretation of Special Relativity. I contend that both dimensions might benefit from making 

converge this discussion with the previous one about the interpretation of EP in General Relativity. At the 
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bottom of this there is the fact that EP, and other principles, have a two-sided character: they can be seen as 

dynamical principles and as symmetry ones. From the dynamical point of view, they set restrictions on the 

shape of the physical interactions and, at the same time, as symmetry principles, they encode the geometrical 

features of the spacetime structures of the theory in question. Taking this into account, and providing a 

particular way of formulating the explanation of special relativistic phenomena in the theory that makes use 

of a restricted version of EP, I argue that the different positions in the debate about the character of 

explanations in SR can be reconciled. Furthermore, I extract some morals for the general problem of 

providing a model of scientific explanation. 
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Various realist theories of the nature of modality appeal to some version of a principle of recombination. The 

informal 'patchwork principle' of Lewis' On the Plurality of Worlds and the more rigorous treatment in 

Armstrong's A Combinatorial Theory of Possibility are familiar examples, but recombination principles feature 

in most views according to which possible worlds are real structured entities. However, surprisingly little 

attention is usually paid to the epistemic status of these principles. They are paradigm mysterious examples 

of the putative synthetic a priori - highly substantive truths about the nature of modal reality, our way to 

knowledge of which we are somehow supposed to be able to reason. Now that transcendental idealism is 

out of fashion, and conventionalism has had its day, the most plausible treatment of the epistemic status of 

putative synthetic a priori truths is the Quinean one: such truths are justified through their indispensable 

contributions to the formulation of our best scientific theories. Nevertheless, the aura of mystery remains: 

the justification for such truths seems to be different in kind and much less direct than the justifications we 

have for truths about goings-on in the actual world. 

The best way to render putative synthetic a priori truths unmysterious is to naturalize them. This means 

finding for them a home within the scientific worldview, rather than merely showing that they are necessary 

to underpin that worldview. In this paper, I offer a naturalistic treatment of recombination in the context of 

the Everettian, or many-worlds, approach to quantum mechanics. According to my proposal, the unitary 

evolution described by the Schrödinger equation is best understood as more akin to a recombination 

principle than to a law of any individual world. The Schrödinger equation grounds the truth of a macroscopic 

recombination principle, and thereby ensures that we have what David Lewis has called a plenitude of 

possibilities. 

The Schrödinger equation has always had a puzzling status; it does not fit neatly into familiar frameworks 

for understanding laws of nature. Taken literally, it seems to describe an entity - the wavefunction - which 

evolves in an unfamiliar infinitely-high-dimensional Hilbert space. Even if the wavefunction is interpreted in 

some more palatable way - for example, Bohmians often think of it as something like a law - then it still 

encodes a remarkable amount of complexity: the wave-function of the universe, even for Bohmians, encodes 

enough information to reconstruct the entire space of physical possibilities (at least, those with the same 

initial conditions). If the Schrödinger equation is a law of nature, it is a law unlike any other. 
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Naturalizing recombination involves treating Everett worlds as distinct possible worlds: many-worlds 

quantum theory is then a theory of modality rather than merely a theory of the actual world. Unlike other 

versions of modal realism, Everettian modal realists have available a fully naturalistic story about the extent 

and contents of modal reality. This opens the way to a previously unsuspected possibility in 

metametaphysics: we can have empirical confirmation and disconfirmation for theories of the metaphysics 

of modality. 

The reading of the Schrödinger equation as naturalizing recombination can in fact be motivated from 

within David Lewis' own view of the correct methodology for theory-building in science, as encoded in his 

'best-systems' approach to laws of nature. If (as committed modal realists should be ready to) we expand the 

scope of this methodology to cover theories about the nature and contents of modal reality, then general 

facts about the space of worlds that strike good combinations of simplicity and strength will be strong 

candidates to be included in the laws of nature. This conclusion is not limited to Everettians: modal realists 

in general can think of their preferred principle of recombination as a law of the plurality. 

Lewis appealed to the principle of recombination in order to capture what he called the requirement of 

plenitude: a modal realist should ensure that there are 'worlds enough, and no gaps in logical space'. The 

Schrödinger equation plays a very similar role in Everettian quantum mechanics: it can be thought of as a 

conservation principle for probability. It ensures that there is an Everett world for every outcome that - 

before the experiment - had non-zero probability, and it thereby ensures something very like Lewis' plenitude 

of possibilities. Still, the roles are not identical: whereas the Lewisian patchwork principle applies to 

fundamental entities, the plenitude of possibilities that the Schrödinger equation gives rise to is at the level 

of derivative entities. 

The best modern versions of Everettian quantum mechanics lean heavily on aspects of the physics of 

decoherence. According to decoherence-based versions of the interpretation - associated in particular with 

Simon Saunders, David Wallace and Hilary Greaves - macroscopic worlds are derivative entities, somewhat 

indeterminate in their nature and number. Accordingly, Everettian modal realists ought to regard the 

plenitude of qualitative possibilities at the macroscopic level as a corollary of a more basic principle: 

fundamental reality evolves unitarily. Here, then, we have a putative truth of physics which is clearly more 

fundamental than a putative truth of metaphysics. The rationalist picture of metaphysics underlying physics, 

promoted by metaphysicians like George Bealer and E.J. Lowe, is fully inverted. 
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One of the most remarkable contentions in the research for a theory of quantum gravity (QG) is that 

spacetime might not be fundamental, but “emergent” from an ontological ground floor made up of a-

spatiotemporal elements of reality: causal set theory and non-commutative geometries approach are two 

major examples of theoretical frameworks advocating this view. 

However, this picture of spacetime as a derivative entity can be challenged by noticing that the alleged 

building blocks of spacetime are usually represented as quantum superpositions of abstract mathematical 

objects, e.g. spin network states in loop QG. Given this fact, it is difficult to provide these elements with a 

sharp metaphysical characterization, and this lack of ontological clarity makes conceptually suspicious any 

attempt at establishing a connection between the a-spatiotemporal regime and the macroscopic world. With 

this respect, the claim that spacetime emerges from a probabilistic cloud of a-spatiotemporal elements is 

problematic for at least two reasons. Firstly, this characterization fails to deliver a clear picture of the 

appearance of a concrete and definite structure - spacetime - from quantum superpositions. Even invoking 

some sort of underlying decoherence mechanism is not enough, since decoherence is per se a source of 

interpretational controversy already in the standard quantum-mechanical setting. Secondly, the appeal to 

the concept of emergence has to face the fact that whatever sufficiently worked out account of emergence 

(e.g. in terms of causality, supervenience, or ontological grounding) heavily relies on pre-existing 

spatiotemporal notions (this line of argument is adopted, e.g. in Lam and Esfeld, 2013, especially sections 3-

4). 

Such a skeptical attitude is usually accused of being unreasonably attached to intuitions, and seeking to 

force a “folk” picture in terms of outmoded Aristotelian categories - like space and time - upon modern 

physics. Proponents of this objection claim that, if we are interested in a metaphysics motivated and 

informed by science in general, and physics in particular, we must take seriously what modern physics tells 

us. Hence, if it is among the contentions of a decently worked out theory of QG that space and time are not 

among the fundamental constituents of reality, then the “naturalized” metaphysician should hasten to drop 

these ontological categories (see Ladyman and Ross, 2007, section 1.2, for an articulated defense of this point 

in a more general context). 
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The aim of the paper is to enter the above sketched debate by consid- ering the question whether a 

naturalized metaphysics that acknowl- edges the primacy of physics over the special sciences could dispense 

with space and time as fundamental categories, and by what means it might do so. As regards the method 

of enquiry, the paper will endorse - contra Ladyman and Ross’ position - the view that a good naturalized 

metaphysical theorizing is not parasitic upon the physical practice but, rather, it goes hand in hand with it, in 

the spirit of natural philosophy. 

The analysis will start by considering the thesis, defended in Huggett and Wüthrich (2013, section 3), that 

a sufficiently developed theory of QG that dispenses with spacetime but still offers complete and coherent 

formal derivations of empirically relevant aspects - such as spatiotemporal macroscopic degrees of freedom 

- has to be taken as physically genuine simpliciter. This thesis will be discussed under the light of the 

difference, put forward in Maudlin (2007), between informational and ontological completeness. By 

considering some concrete cases taken from the current physical literature on QG, it will be argued that a 

spacetimeless theory that recovers mere macroscopic empirical predictions (e.g. cross sections of scattering 

processes) by no means can be automatically taken seriously from an ontological point of view: simply put, 

informational completeness does not imply ontological completeness. The second step will consist in 

introducing and spelling out in detail the notion of local beable, especially highlighting the role of beables in 

bridging ontological and informational (empirical) aspects of a physical theory. The third, and crucial, step 

will be to translate the concept of beable to QG, and consider what kind of modifications such a concept 

should undergo in order to fit in this context. Finally, a tentative proposal will be put forward concerning the 

minimal metaphysical requirements that beables for a theory of QG should meet in order to be considered 

genuine elements of reality as opposed to mere abstract elements of the formalism. 

In conclusion, the paper will address the following moral: when coming to QG, the naturalized 

metaphysician with physicalist inclinations can trim a lot off the categories of space and time, but cannot give 

them up entirely. 

 

References 
Huggett, N. and C. Wüthrich (2013). Emergent spacetime and empirical (in)coherence. Studies in History  

and Philosophy of Modern Physics 44, 276–285. 
Ladyman, J. and D. Ross (2007). Every thing must go: metaphysics natural- ized. Oxford University Press. 
Lam, V. and M. Esfeld (2013). A dilemma for the emergence of spacetime in canonical quantum gravity. 
Studies  

in History and Philosophy of Modern Physics 44 , 286–293. 
Maudlin, T. (2007). Completeness, supervenience and ontology. Journal of Physics A 40, 3151–3171. 
  



Abstracts  Symposia & Contributed Papers I 
 Wednesday 16:30 – 18:30 

 

35 
 

 
Parts, Wholes and Potentials 

 

F.A. MULLER 

Erasmus University Rotterdam 

f.a.muller@uu.nl 

KERRY MCKENZIE 

University of Western Ontario 

kmckenzie@ucsd.edu

 
P. van Inwagen (1987, p. 23) raised the question what condition physical objects have to meet in order to 

compose another physical object. Three answers to this so-called Special Composition Question 

(whenceforth: the Question) have been considered and debated: mereological Nihilism, according to which 

there are no composite objects, only elementary particles; mereological Universalism, according to which 

any number of arbitrary physical objects compose another physical object (Lewis 1991); and Van Inwagen’s 

moderate answer (1990: 82), according to which physical objects compose another one iff their activity 

constitutes a life. All three versions scandalise our intuitive judgements: Nihilism and Van Inwagen deny that 

atoms, molecules, rocks, trucks, planets and galaxies qualify as bona fide physical objects, whereas 

Universalism affirms that, say, the cilia of Hypathia of Alexandria, the fingers of Madame Curie and the 

Erasmus suspension bridge in Rotterdam do by contrast form such an object. Whilst we agree that philo- 

sophical clarity and coherence trump common sense any time, we prefer a view that is clear and coherent 

but that trumps common sense as painless as possible. We propose such a view here (pace Healey 2013). 

Slightly more specifically, we would like to propose a fourth answer to the Question, one that both vindicates 

more of our intuitive judgments than the extant answers, and that is grounded in our physical knowlegde of 

reality. 

Consider an arbitrary but finite number of physical objects. They may or may not be in- teracting with one 

another. Whenever they interact, they may or may not be in a bound state, which by definition is a state in 

which the objects have a total energy that is negative (E < 0). In that case, the potential energy of the 

composing objects (which is always < 0) is larger in absolute value than their kinetic energy (which is always 

;;: 0); their total energy is the sum of their kinetic and potential energy. (The categorical attribution of a 

quantitative property of energy to objects presuppose a background of classical physics. True enough. When 

we move to quantum-physical theories, notably quantum mechanics, an exactly similar story can be told in 

terms of expectation-values of the Hamiltonian, which is the energy operator.) Our proposal now reads: 

physical objects form a composite object iff these physical objects interact and are in a common bound state, 

where ‘common bound state’ means that the composing objects are in the potential well that results of their 

mutual physical interaction. An object a then is a part of object b iff a is among the objects that compose b. 

We call this the Bound-State Proposal. In order to find out whether objects are in a common bound state — 

which is an epistemic, not a metaphysical problem — one must find a physical theory in the currently 
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accepted body of scientific knowledge that describes these objects as interacting and being in a bound state 

as a result of it. Note that the mere fact of interaction is a necessary but not a sufficient condition for 

composition; what needs to be added is that the resulting state they are in is bound. 
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After his discussion of the four methods of observation and experimental inquiry (Agreement, Difference, 

Residues, and Concomitant Variations), John Stuart Mill raised a concern about the applicability of these 

methods to complex causal relationships. 

It has been necessary to suppose, …for the sake of simplification, that this analytical operation 

is encumbered by no other difficulties than what are essentially inherent in its nature; and to 

represent to ourselves, therefore, every effect, on the one hand as connected exclusively with 

a single cause, and on the other hand as incapable of being mixed and confounded with another 

coexistent effect (Mill 2006 [1973], 434). 

The simplifying suppositions are embedded idealizations: reasoning strategies that purposefully depart from 

features known to be present in nature (Weisberg 2007). “One cause, one effect” and “no mixing of effects” 

do not correspond to most causal relationships in nature, as Mill was fully aware, and are often encountered 

in biological phenomena: “This difficulty is most of all conspicuous in the case of physiological phenomena; 

it being seldom possible to separate the different agencies which collectively compose an organized body” 

(Mill 2006 [1973], 456). His labels for the respective situations were the plurality of causes and intermixture 

of effects. 

Building explanatory models of complex phenomena remains a challenge, in part because similar 

idealizations are embedded in our causal models, such as difference making  and production accounts (Hall 

2004). The problem takes on a special significance when the aim is to offer an integrated account of causes 

across disciplinary approaches, such as in the attempt to combine physical and genetic explanations of 

embryogenesis. Genetic explanations appeal to changes in the expression of genes and interactions among 

their RNA and protein products to causally explain how cells differentiate or embryos grow and develop. 

Physical explanations appeal to mechanical forces resulting from the geometrical arrangements of soft 

condensed materials within the embryo to causally explain the same effects. There is no controversy about 

whether both are involved: “both the physics and biochemical signaling pathways of the embryo contribute 
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to the form of the organism” (Von Dassow et al. 2010, 1). The question is how to combine them in order to 

understand their joint contribution to the effect of organismal form. 

In this paper I argue that an underappreciated dimension of building integrated explanatory models where 

the plurality of causes and intermixture of effects are present is time. I begin with Mill idealizations to clarify 

their significance and relevance when attempting to combine physics and genetics in explanatory models. 

The plurality of causes obtains, such as scales being formed from genetic specification or physical cracking 

(Milinkovitch et al. 2013), and the intermixture of effects obtains, such as genetic and physical factors 

contributing to the developmental origin of complex structures (Savin et al. 2011). Second, I argue that 

another— unstated—idealization in Mill’s methods is the absence of time apart from an ordinal relation of 

causes preceding their effects. This idealization is shared by contemporary difference making accounts of 

causation but is not present in production accounts (e.g., mechanisms). Third, I pose a dilemma: even though 

production accounts are better able to incorporate time than    difference making accounts, the framework 

of actual difference making corresponds to the experimental reasoning involved in uncovering the operation 

of both physical and genetic causes (Waters 2007). 

I propose a resolution to the dilemma by showing how explicit periodizations of ontogeny serve as a 

framework to combine genetic and physical causes understood as both difference makers and in terms of 

mechanistic production. The resources for this strategy are already present in the practices of developmental 

biology through its standardized use of normal stages (Hopwood 2005). These permit the linkage of 

difference makers into chains of productive continuity; relations of systematic dependence between genetic 

and physical factors can be keyed to different aspects of a sequence during which the mediation of cause 

and effect occurs. But this temporal structure is not anchored in a particular mechanistic description; rather, 

it is localized to the model organism under scrutiny. Thus, standardized periodizations coordinate genetic 

and physical mechanisms composed of genetic and physical difference makers. The result is a procedure for 

building integrated explanatory models of complex biological phenomena that does not privilege a particular 

conception of causality, but instead derives from a causal mosaic that organizes different accounts of 

causality to serve the ends of inference and explanation (Illari and Russo 2014). In closing, I discuss a 

counterintuitive result of this procedure: it narrows the scope of generalizations ascertained for the models 

of causation in isolation. This suggests an explanatory tradeoff between models that yield causal 

generalizations of wide scope and models that yield an integration of different types of causes to more 

comprehensively explain complex phenomena. 
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This paper tells the story of one of the most exciting objects of investigation in contemporary biochemistry 

and molecular biology: G-protein coupled receptors (GPCRs). GPCRs constitute the largest family of cell 

membrane receptors in the mammalian genome; they are involved in a wide range of fundamental signalling 

processes such as immune responses, vision and olfaction. Despite their centrality for biological and 

pharmacological studies today, their existence was doubted deep into the 1970s. By analysing the ‘historical 

career’ of GPCRs over the past 40 years, and by looking at how they turned from a hypothetical entity into a 

real one, we demonstrate that the realism question requires a philosophical perspective in which scientific 

objects are analysed as active elements within a specific research context. 

Our interest the recent history of GPCRs is twofold. First, GPCRs constitute one of the most important 

objects of investigation in contemporary biology. Second, their history has not been part of philosophical or 

historical science studies. Despite their centrality in contemporary proteomics, the study of GPCRs is a very 

recent endeavour. Since their existence was controversial deep into the 1970s, their historiography as a 

scientific object only spans the past 40 years. Within the last thirty years, however, six Nobel Prizes were 

awarded to studies surrounding signalling processes by G-proteins and GPCRs. It is thus philosophically 

intriguing to ask: What exactly happened throughout these past decades that turned the initially hypothetical 

receptors, or conceptual placeholders, into one of the most promising scientific objects of modern biology? 

The idea that scientific objects have a history is not new. Works by Rheinberger (1997), Daston (2000) and 

Arabatzis (2005) have emphasised the importance of history for questions surrounding the emergence and 

disappearance of scientific objects. Building on this approach, we propose a model of three tentative stages 

through which hypothetical entities progress in their development when they turn into real scientific objects. 

Scientific objects, we argue, pass through these stages that mark their relative degrees of reality. Relative 

degree of reality does not imply that a certain amount of substantial knowledge about a scientific object has 

been achieved. Rather, it means the extent to which a scientific object is considered a more or less stable 

part of a currently employed scientific ontology. 

In the first stage of our model, hypothetical entities turn into potential candidates for realism through 

their progressive entrenchment in an experimental context. Such entrenchment is characterised by several 

factors, encompassing an explanatory role of the hypothetical entity within a wider theoretical context, the 
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material tractability of effects associated with the hypothetical entity through various methods, and the 

stability of produced links between explanatory function and tractable effects. 

Second, thereby formed epistemic objects open up further avenues of research. Their productivity as part 

of an experimental system might be described by their capacity to facilitate new empirical findings and unify 

previously separate phenomena under a joint concept, or allowing for novel research outlooks. 

In the third stage, scientific objects become an integral part of a current scientific ontology to the extent that 

these objects acquire the role of a standard, in the sense of a touchstone, by which other effects, hypothetical 

entities or mechanisms are evaluated in their capacity to represent potential candidates for realism. 

Our analysis of the history of GPCRs has implications for the debate on scientific realism. We draw 

attention to a fundamental aspect constituting the activity of scientific objects: their capacity to act as 

touchstones of the reality of other things. We show that the selection of criteria, whereby an object (such as 

GPCRs) is assigned varying degrees of reality throughout a scientific discourse, cannot be made 

independently of the question of how this object becomes a standard by which the reality of ‘neighbouring 

elements’ of enquiry (other entities, mechanisms, processes) are evaluated. 

We take the capacity of a scientific object to represent this standard as the criterion for its reality. This 

understanding of realism thus does not limit itself to define reality qua manipulability (Hacking 1983). We 

argue that manipulability is an insufficient criterion to account for the historical formation of scientific 

objects. It does not explain how previously disparate phenomena crystallise into a new scientific object, 

instead of becoming assimilated to already known objects or to represent data coincidences. Only through 

its historical development into an integrative focal point within a scientific ontology can we speak of a 

scientific object as a unified real entity. Ultimately, the reality of a scientific object is a relational property 

acquired in a historical context of successive methods. The comparatively young history of GPCRs shows  how  

they  contributed  to  the  integration  of  a  wide  variety  of  biological phenomena and at the same time are 

considered the ‘holy grail’ of contemporary biochemistry (Snogerup Linse 2012). 

 

References 
Arabatzis, Theodore. 2005. “Representing Electrons: A Biographical Approach to Theoretical Entities.”  

Chicago: University of Chicago Press. 
Daston, Lorraine (Ed.). 2000. “Biographies of Scientific Objects.” Chicago: Chicago University Press. 
Hacking, Ian. 1983. “Representing and Intervening: Introductory Topics in the Philosophy of Natural Science.”  

Cambridge: Cambridge University Press. 
Rheinberger, Hans-Jörg. 1997. “Towards a History of Epistemic Things. Synthesizing Proteins in the Test  

Tube.” Stanford: Stanford University Press. 
Snogerup Linse, Sara. 2012. “Studies of G-Protein-Coupled Receptors.” The Royal Swedish Academy of  

Sciences. 
  



Abstracts  Symposia & Contributed Papers I 
 Wednesday 16:30 – 18:30 

 

42 
 

 
Causality in Pharmacology: Conceptual Analysis for a Changing Landscape 

 

BARBARA OSIMANI 

University of Camerino 

barbaraosimani@gmail.com

 
Other than most basic sciences, such as chemistry or biology, pharmacology works across levels of reality: 

whereas the first step in the causal chain leading to the therapeutic outcome takes place at the biochemical 

level, the end-effect is a clinically observable result. On the other hand, pharmacology also differs from other 

kinds of technologies mainly for the fact that it makes nature work at its place: the drug molecule just gives 

an input to the causal process, which then goes on, almost uncontrolled in the organism system. Another 

important aspect concerns the fact that causation in pharmacology works on a population of receptors in an 

integrated complex system. This not only implicates that the drug effects essentially depend on dosage, but 

also that they depend on the features of the population of affine receptors present in the individual 

consumer, as well as on how they are interconnected. Since knowledge of the “natural laws” at play in the 

organism and of the “initial conditions” holding in each context, is far from being complete, causal inference 

and prediction in pharmacology faces specific challenges which translate into 1) a strong uncertainty 

associated with the intended outcome and exact causal path leading to it (“process tracing” of causal 

mechanisms); 2) strong uncertainty as to the relevant background conditions and related subpopulations 

(external validity/heterogeneity) 3) strong unpredictability of side-effects (in analogy to what economists call 

“externalities”). Because of these multiple sources of uncertainty, until recently, drug approval has mainly 

relied on a black box methodology, grounded on hypothesis rejection (frequentist statistics) with related 

iplications (categorical causal assessment where hypotheses are either rejected or not, with no degrees in-

between; one indicator of causality mainly based on the difference between treated and untreated group in 

the sample population; focus on internal validity at the expense of external validity, with implications for 

extrapolation and prediction; finally, as a consequence of the focus on internal validity, tendency to abstract 

from heterogeneity, which is taken into account only to downgrade the study quality instead of considering 

it on its own right). The methodological landscape however is rapidly changing both through the gradual 

diffusion of Bayesian methods of statistical inference, not only for “pattern recognition” in signal detection 

for pharmacosurveillance, where they are already well established (see the work of the Uppsala Monitoring 

Centre) but also in clinical trials (Price, 2014), as well as by the development of so called “systems 

pharmacology”. These two paradigms respond on one side to the acknowledgement of the strong 

uncertainty intrinsic in pharmacology, and on the other to its multilevel scope. In fact, Bayesian methods are 

gaining ground because of their ability to optimise the use of available evidence by incorporating historical 
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(heterogeneous) knowledge in the prior, allowing diverse types of evidence to be integrated in the probability 

function, and by providing a probabilistic measure of the hypothesis under investigation, hence allowing 

decisions under uncertainty. On the other side, the various research projects devoted to knowledge discovery 

through the combination of multiple datasets across organism levels can be seen as a sort of “systematic 

process tracing” in that the drug molecule is matched against all possible proteins/receptors in the proteome 

database; these are then connected with each biological pathway where they are known to be involved, 

finally these are linked to all related organ subsystems and to phenotypic effects. 

However whereas in the standard approach causal inference is based on a straightforward 

(unsophisticated) counterfactual account of causation, these new approaches require a renewed 

epistemological foundation with regard to how causality is conceptualized. The present paper aims to provide 

such an account by taking into account the specific features emerging in pharmacology with a particular focus 

on safety issues. In particular the following questions will be addressed: In what sense knowledge discovery 

techniques can be said to provide causal knowledge? How do they differ from epidemiological or 

experimental evidence? 

These question will be addressed by taking into account the techniques developed for predicting side 

effects of drugs based on their biochemical features and on the integrated information of different 

databases. These methods promise to be highly informative on potential effects which may go undetected 

with traditional methods. In particular I will analyse a validation study which uses knowledge on side effects 

already available for the drug Trocetrapib gained through Randomized Controlled Trials (Xie et al. 2009). The 

kind of method validated in the study explicitly connects a priori theoretical knowledge on biochemical 

features of drug binding sites and receptors with proteomic, genetic and clinical as well as epidemiologic 

databases. It will turn out, that, as it stands, although grounded on systematic search, the kind of causal 

knowledge derived from such methods is very fragile, and the reason for this is that it still relies on “universal” 

causal chains rather than on “context- dependent” causal webs, thereby abstracting again from 

heterogeneity and background conditions. Hence, whereas such methods may help reduce uncertainty 

concerning process tracing of mechanisms (point 1), and may also be helpful in early detection of side effects 

(point 3); still they are still poor advisers with respect to the problem of external validity/heterogeneity (point 

3). 
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James Lennox has argued that if it is indeed possible to say that Darwin was an innovator in his field, “it is as 

a philosopher and methodologist.” It would be clearly wrong, however, to argue that Darwin did not work 

within the context of nineteenth-century philosophy of science. Indeed, studies of Darwin’s work and 

development have provided us with a bewildering variety of claims connecting Darwin to various 

philosophical influences, including to Herschel, Whewell, Lyell, German Romanticism, Comte, and others. I 

argue here that, whatever is to be made of the other connections, Herschel’s influence on Darwin is 

undeniable. 

The form of this influence, however, is often misunderstood. While Jon Hodge has worked out a careful 

interpretation of both Darwin and Herschel over a series of some half-dozen articles, this interpretation 

misreads Herschel’s use of the vera causa principle, as well as his discussion of the role of hypotheses in 

scientific theory construction. Hodge’s reading overstates the role of the vera causa principle (declaring 

something a vera causa is only a minimal criterion that a hypothesis must meet in order to be suitable for 

further scientific investigation), and underestimates the extent to which Herschel will countenance the 

arbitrary proposal of hypotheses when useful for furthering scientific inquiry (Herschel had no qualms with 

proposing otherwise unsupported hypotheses, as long as they are verified carefully once proposed). 

With a minor change to Hodge’s view, however, we can see clearly that Darwin learned from Herschel the 

way in which one should frame a scientific argument – first by proposing a speculative hypothesis, grounded 

on an extensive analogical basis, then by demonstrating the adequacy of that hypothesis to produce the 

desired effect, and lastly its ability to account for a wide variety of phenomena that it was not originally 

proposed to explain. Darwin read Herschel’s Preliminary Discourse in 1838 – the pivotal time at which he was 

constructing the theory of natural selection for the first time. The Herschellian form of Darwin’s argument is 

found even in Darwin’s early work in the Essay and Sketch which precede the writing of the Origin. And we 

can explain why it is that Darwin would have thought that his work on embryology was one of the most 

important parts of the Origin – it follows Herschel’s dictum that we should attempt to confirm theories by 

checking them against instances which would, at first blush, seem to provide the largest challenge. 

In addition to grounding this new reading of Darwin’s relationship to Herschel in a close reading of both 

Darwin’s own work and Herschel’s Preliminary Discourse, I will consider a new archival source – Herschel’s 

own marginalia to Darwin’s Origin, drawn from the archives at the University of Texas. While Herschel’s 
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critique of Darwin’s theory as “the law of higgeldy-piggeldy” is well known to historians and philosophers of 

biology, these marginalia give us the ability to understand Herschel’s more sophisticated criticisms of 

Darwin’s work – focusing, as many at the time did, on the lack of a plausible explanation for the existence of 

the variations that Darwin needed to make natural selection work. 

In short, we can see a clear connection between Hodge’s prescriptions for scientific method and the way 

in which Darwin constructed his argument in the Origin. 

While it remains difficult to elucidate the full range of connections between Darwin and the philosophy 

of science of his day, Herschel’s influence is irrefutable. The reading of that influence that I offer here goes 

farthest toward explaining why Darwin wrote the Origin in the way that he did, as well as why Herschel’s 

criticism of his theory stung Darwin so deeply.
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General Discription 

The question “what is a scientific explanation?” has taken center stage in modern philosophy of science, from 

its beginnings in the early 20th century until the present day. Both philosophers and scientists typically regard 

explanation as a key epistemic goal in the natural and social sciences. Scientific explanations are often 

portrayed as answers to why-questions of the form “why did phenomenon P occur?”. Answering these 
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explanation-seeking questions is primarily a scientific task. The philosophers’ task is to provide a general and 

informative characterization of what a scientific explanation is. 

The most widely accepted account of scientific explanation is the causal account. According to causal 

accounts of explanation, the sciences explain by identifying the causes of (or the causal mechanisms for) the 

phenomenon to be explained (see Cartwright  1983,  1989;  Salmon  1984,  1998;  Lewis  1986;  Machamer,  

Darden  and Craver 2000; Woodward 2003; Craver 2007; Strevens 2008). Two reasons clearly speak in favor 

of the causal account: first, many paradigmatic explanations  in science are causal explanations; second, the 

causal account successfully meets desiderata that previously proposed accounts of scientific explanation, 

such as the covering-law account (Hempel 1965) and the unificationist account (Friedman 1974, Kitcher 

1989), failed to satisfy (Salmon 1989: 46-51), 

However, are all scientific explanations causal explanations? The answer to this question seems to be 

negative, because scientists give non-causal answers to why- questions. Since the mid 2000s, a growing 

number of philosophers of science has argued that the explanatory practices in the sciences are richer than 

the causal model of explanation makes us believe, pointing to several types of explanations in the sciences 

whose explanatory power does not derive from identifying causes and mechanisms. Consider two examples 

of non-causal explanations from the recent literature: 

 Example 1: mathematical explanations. A broad class of non-causal explanations is grouped under the 

concept of ‘mathematical’ explanations. Mathematical explanations of empirical facts proceed by drawing 

on ‘purely’ mathematical facts (Baker 2009, Lange 2013a). For instance, the fact that it is impossible to cross 

all of the famous bridges of Königsberg without crossing one bridge twice is explained by the fact that the 

arrangement of bridges is isomorphic to a non-Eulerian graph (Pincock 2012, Lange 2013a). If referring to 

genuinely mathematical facts is explanatory, then there are explanations that do not work by identifying 

causes. 

 Example 2: renormalization group explanations. So-called renormalization group explanations 

constitute another kind of non-causal explanation. Microscopically different physical systems (such as various 

gases and metals) display the same macro-behavior when undergoing phase-transitions (e.g. from a liquid to 

a vaporous phase). Renormalization group explanations do not explain this surprising phenomenon by 

identifying causes and mechanisms. Instead the explanations draw on limit theorems (e.g. the 

thermodynamic limit), mathematically sophisticated coarse-graining procedures (renormalization group 

transformations), and the determination of fixed points. None of these explanatory assumptions identifies 

causes (Batterman 2002, Morrison 2012, Reutlinger 2014, Hüttemann et al. forthcoming). Additional kinds 

of non-causal explanations to include ‘purely’ statistical explanations (Lipton 2004, Lange 2013b), geometric 

explanations (Nerlich 1979, Balashov and Janssen 2003), topological explanations (Huneman 2010, Lange 

2013a), and explanations that are based on symmetry principles (Van  Fraassen  1989;  Lange 2011) and inter-

theoretic relations (Batterman 2002, Weatherall 2011). 
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The philosophical lesson from the existence of non-causal explanations is that the causal account cannot 

be the whole story about scientific explanation, as there are scientifically legitimate non-causal and causal 

explanations. 

We believe that the philosophy of explanation cannot but highly profit from a discussion of the examples 

of non-causal explanation. However, in the recent literature, the primary goal of discussing examples of non-

causal explanations has been a negative one: showing that the received causal account cannot accommodate 

certain scientific explanations. The current debate has been largely silent on a more positive and constructive 

approach to non-causal explanations and to explanatory liberalism. The goal of this symposium is to advance 

such a constructive approach. To achieve this goal, all of the contributions to this symposium address the 

following core questions: 

 What distinguishes causal and non-causal explanations? 

 By virtue of what are non-causal explanations explanatory? 

 Are there different kinds of non-causal explanations? 

 Is there hope for a unified account of causal and non-causal scientific explanations? Or do non- 

 causal explanations require a pluralist approach to explanations? 

The four individual talks of the symposium assess the following distinct issues: 

 Bokulich’s talk: is it possible to accept a causal and a non-causal explanation of the same 

phenomenon? If this is so, what is the distinctive virtue of non-causal explanations? Are non-causal 

explanations sometimes superior to causal ways of explaining? 

 Frisch and Reutlinger’s talk: can a counterfactual account of explanation provide a unified account 

of both causal and non-causal explanations? Does the counterfactual account apply to all types of non-causal 

explanation? 

 Huneman’s talk: what kinds of non-causal structural explanations are there (e.g. topological and 

purely statistical explanations)? Can one develop and defend a convincing pluralist view regarding different 

types of non-causal structural explanation? 

 Jansson and Saatsi’s talk: what role does ‘abstraction’ play in a scientific explanation? Are abstract 

explanations distinctively mathematical and non- causal because of being abstract? 

 

Abstracts 

1. Alisa Bokulich: On the Supposed Incompatibility of Causal and Non-Causal Explanations 

According to the so-called causal imperialists, all scientific explanations are causal explanations – to explain 

a phenomenon is just to cite the causes of that phenomenon. Defenders of non-causal explanation have 

traditionally challenged this imperialism by trying to find an example of a phenomenon for which no causal 

explanation is available. If the imperialist, in turn, can find a causal explanation of that phenomenon, then it 

is believed that the defender of non-causal explanation has been defeated. Implicit in this dialectic is the 
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assumption that finding an example of a non-causal explanation requires finding something like an uncaused 

event, and more generally that causal and non-causal explanations of a phenomenon are incompatible. This 

has left non-causal explanations as relatively few and far between, relegating them to fields such as 

fundamental physics or mathematics. 

In what follows I challenge this assumption that non-causal explanations require finding a phenomenon 

for which no causal story can be told. Instead I argue that one can have a non-causal explanation of a 

phenomenon even in cases where a complete causal account of the phenomenon is available. Moreover, in 

some cases these non-causal explanations will be superior to the detailed causal ones. 

I illustrate these points by drawing on an example from the Earth sciences: namely, explanations of the 

shapes of sand dunes. Sand dunes come in different morphology classes, such as barchan (crescent) dunes, 

linear dunes, and star dunes. Although there is no doubt that there is a complete causal story that in principle 

could be told about all the forces acting on the grains of sand that resulted in a particular barchan dune, for 

example, that is not incompatible with there being a non-causal explanation of the dune morphology as well. 

Indeed it is often these non-causal explanations of the phenomenon that are the ones scientists are 

particularly interested in. I use this case to clarify one important sense of non-causal explanation, and 

conclude that they are in fact more widespread than the traditional examples have led us to believe. 

 

2. Mathias Frisch and Alexander Reutlinger: A Counterfactual Account of Non-Causal and Causal 

Explanations 

Are all scientific explanations causal explanations? David Lewis (1986), Wesley Salmon (1984) and Brad Skow 

(2014) argue the answer is 'yes', but in the last decade there have been several papers (by Batterman 2002; 

Bokulich 2008; Colyvan 2001; Lange 2013a,b, among others) that argue 'no'. Our aim in this paper is to 

advance our understanding of this question. Our goals are threefold: 

First, we propose a general account of scientific explanations, a counterfactual account, which can 

accommodate paradigmatic examples of both causal and non-causal explanations (see Bokulich 2008, Saatsi 

and Pexton 2013). According to the counterfactual account, both causal and non-causal explanations are 

explanatory in revealing that the explanandum counterfactually depends on the explanans. We argue for this 

account by applying it to paradigm cases of non-causal explanations (mathematical explanations, purely 

statistical explanations, renormalization group explanations). 

Second, we show that this framework allows us to capture one central source of the disagreement 

between those who affirm and those who deny that all explanations are causal: the disagreement, we argue, 

consists in the different demands placed on causal explanations by the different sides in the debate. For 

instance, Lewis and Skow characterize causal explanation as providing “causal information” while others 

think that explanations are causal because of being “abstract” (see Batterman 2002, Pincock 2012).  Our  

positive  proposal  is  to distinguish between causal and non-causal explanations by drawing on essential 
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features of causal relations such as  locality  and  distinctness  of  the  relata, asymmetry, and ‘intervenability’. 

We argue that if one adopts the view on which all explanations are causal, then this has the consequence 

that we cannot capture what the distinctive function of paradigmatically causal explanations is in helping us 

to make our way about in the world. 

Finally, we will focus on the problem of explanatory asymmetries. We argue that it is possible to capture 

the explanatory asymmetry for non-causal explanation in the framework of the counterfactual account (by 

appeal to pragmatic considerations, asymmetric non-causal dependence relations, and the modal strength 

of non-causal explanatory assumptions). 

 

3. Philippe Huneman: Varieties of Structural Explanations and the Notions of Explanatory Pluralism 

Since a decade philosophers of biology embraced the view that explaining is to unraveling a mechanism; 

neurosciences (Craver 2007) and molecular biology (Darden 2006) provide many evidences for this view. 

However, it has been increasingly argued that some explanations are not mechanistic (Batterman 2010), 

because the fact that some mathematical properties are instantiated is playing the crucial explanatory role. 

I label “structural explanations” those explanations in which mathematics are not representative, but 

explanatory. Families of mathematical properties thereby define several types structural explanations: e.g. 

optimality explanations common in economics or behavioural ecology (Krebs  and  Davies 1991), purely 

statistical/probabilistic explanations usual in population genetics (Lange 2013b) or when the central limit 

theorems is appealed to, topological explanations, common in ecology (Huneman 2010). I intend to account 

for the specificity of such explanations, their variety, and question the proper explanatory pluralism required 

to make sense of their coexistence. 

I start by clarifying the senses of “mechanistic explanation”, in order to show what sets structural 

explanations apart from mechanisms. Then I distinguish kinds of structural explanations in evolutionary 

biology and ecology according to the types of mathematical properties playing an explanatory role: I focus 

on optimality explanations used by behavioural ecologists and topological explanations, instantiated by 

network analysis in ecology and fitness landscapes in population geneticists. 

Finally I contrast two pluralisms – both concerning mechanistic vs. structural explanations as well as 

various kinds of structural explanations (the case examined here): the consiliant one, where for any 

phenomenon two mathematically intertranslatable distinct explanations coexist, and the divergent one, in 

which a set of phenomena calls for two mutually exclusive explanations. While robustness in ecology 

illustrates the latter pluralism, I will study how in evolutionary biology a consiliant pluralism brings together 

optimality style explanations and topological explanations – referring to the recent notion of Formal 

Darwinism elaborated by Grafen to unify seemingly exclusive research traditions in evolutionary biology 

(Grafen 2002, 2009, Huneman 2014) 
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4. Lina Jansson and Juha Saatsi: Explanatory Abstraction in a Counterfactual Framework 

Scientific explanations vary in their degree of abstractness. Some explanations turn on very concrete 

explanatory features, while others appeal to highly abstract explanantia. Yet others fall between the two 

extremes. But what does abstraction in a scientific explanation amount to? We will propose an answer to 

this question, and consider the ramifications to two live issues: 

1. Are there sui generis, non-causal, ‘abstract explanations’ in science? (Pincock  forthcoming) 

2. Are some scientific explanations 'distinctly mathematical' by virtue of being abstract? (Lange 2013a) 

One natural intuition is that an explanation’s abstractness has to do with a lack of specificity: more abstract 

explanations have more abstract explanantia, which in turn can be (partially and comparatively) understood 

in terms of the possible cases to which the explanation applies. (Weslake 2010) We will analyze this idea of 

abstraction-qua-lack-of-specificity in the context of a counterfactual account of explanation in the spirit of 

Woodward (2003). This counterfactual framework has natural conceptual resources for analyzing abstraction 

in terms of the notion of ‘same-object counterfactual’: the more abstract the ‘same object’, the more abstract 

the explanation. We will refine the crucial notion of 'same-object counterfactual' by analyzing the way in 

which a scientific theory fixes what counts as the ‘same object’ in explanatory counterfactual reasoning. 

Armed with this analysis of explanatory abstraction, we will criticize Pincock’s idea that some 'highly 

abstract' explanations – such as Konigsberg’s bridges and Plateau’s laws for soap bubbles – should be 

understood as sui generis abstract explanations. We will argue that a modified ‘same-object counterfactual’ 

analysis can naturally accommodate these very abstract explanations. We will also briefly note how our 

analysis of explanatory abstraction relates to Lange's recent analysis of 'distinctly mathematical' scientific 

explanations. 

 

References 
Baker, A. (2009): “Mathematical Explanations in Science” British Journal for the Philosophy of Science 60:  

611–33. 
Balashov, Y. and M. Janssen (2003): “Critical Notice: Presentism and relativity” British Journal for the  

Philosophy of Science 33: 327-346. 
Batterman, R. (2002): The Devil in the Details. Asymptotic Reasoning in Explanation, Reduction and  

Emergence, New York: Oxford University Press. 
Batterman, R.  (2010):  “On the Explanatory Role of Mathematics in Empirical Science”, British Journal  

for Philosophy of Science 61: 1-25. 
Bokulich, A. (2008) “Can Classical Structures Explain Quantum Phenomena?” British Journal for the  

Philosophy of Science 59(2): 217–235. 
Cartwright, N. (1983): How the Laws of Physics Lie, Oxford: Oxford University Press. Cartwright,   N.   (1989):    

Nature’s Capacities and Their Measurement, Oxford: Clarendon Press. 
Colyvan, M. (2001): The Indispensability of Mathematics, Oxford: Oxford University Press. 
Craver, C. (2007) Explaining the Brain, New York: Oxford University Press. 
Darden, L. (2006), Reasoning in Biological Discoveries: Mechanisms, Interfield Relations, and Anomaly  

Resolution. Cambridge: Cambridge UP. 
Friedman,   M.   (1974)   “Explanation   and   Scientific   Understanding”,   Journal   of Philosophy 71: 5- 19. 
Grafen, A. (2002): “A first formal link between the Price equation and an optimisation program.” J. Theor.  



Abstracts  Symposia & Contributed Papers II 
 Thursday 09:30 – 11:30 

 

52 
 

Biol. 217: 75–91. 
Grafen A (2007): “The formal Darwinism project: a mid-term report”. J Evol Biol 20: 1243–1254. 
Hempel, C. G. (1965) Aspects of Scientific Explanation, New York: Free Press. Huneman, P. (2010):  

“Topological Explanations and Robustness in Biological Sciences”, Synthese 177: 213-245. 
Huneman, P. (2014): “A Pluralist Framework to Address Challenges to the Modern Synthesis in Evolutionary 
Theory”, Biological Theory 9(2): 163-77. 
Hüttemann, A., R. Kuhn and O. Terzidis (forthcoming): “Stability, Emergence and Part-Whole Reduction”, In  

Why More Is Different Philosophical Issues in Condensed Matter Physics and Complex Systems, B.  
Falkenburg and M. Morrison (eds.), New York: Springer. 

Kitcher, P. (1989) “Explanatory Unification and the Causal Structure of the World”, In P. Kitcher and W.  
Salmon (eds.) (1989), 410–505. 

Krebs J.R. and Davies N.B. (eds.) (1984): Behavioural Ecology, Oxford: Blackwell. Lange, M. (2011):  
“Conservation Laws in Scientific Explanations: Constraints or Coincidences?” Philosophy of Science 78:  
333-352. 

Lange, M. (2013a): “What Makes a Scientific Explanation Distinctively Mathematical?”, British Journal for the  
Philosophy of Science 64: 485-511. 

Lange, M. (2013b): “Really Statistical Explanations and Genetic Drift”, Philosophy of Science 80: 169-88. 
Lewis, D. (1986): “Causal Explanation”, In D. Lewis (1986) Philosophical Papers Vol. II, New York: Oxford  

University Press, 214-240. 
Lipton, P. (1991/2004) Inference to the Best Explanation, London: Routledge. Machamer, P., L. Darden, and  

C. Craver (2000): “Thinking about Mechamisms” Philosophy of Science 67: 1-25 
Morrison, M. (2012): “Emergent Physics and Micro-Ontology” Philosophy of Science 79: 141-166. 
Nerlich, G. (1979): “What Can Geometry Explain?” British Journal for the Philosophy of Science 30: 69-83. 
Pincock, C. (2012) Mathematics and Scientific Representation, New York: Oxford University Press. 
Pincock, C. (forthcoming): “Abstract Explanations in Science”, British Journal for the Philosophy of Science. 
Reutlinger, A. (2014): “Why is there universal macro-behavior?  Renormalization group explanation as non- 

causal explanation” Philosophy of Science 81: 1157-1170. 
Salmon, W. (1984) Scientific Explanation and the Causal Structure of the World, Princeton: Princeton  

University Press. 
Salmon, W. (1989). “Four Decades of Scientific Explanation”, In Philip Kitcher and Wesley Salmon (eds.),  

Scientific Explanation: Minnesota Studies in the Philosophy of Science, Volume XIII. Minneapolis:  
University of Minnesota Press, pp. 3-219. 

Saatsi, J. and M. Pexton (2013): “Reassessing Woodward’s account of explanation: regularities,  
counterfactuals, and non-causal explanations”, Philosophy of Science 80: 613-624. 

Skow, B. (2014): “Are there non-causal explanations (of particular events)? British Journal for the Philosophy  
of Science 65: 445-467. 

Strevens, M. (2008) Depth, Cambridge, MA: Harvard University Press. Van Fraassen, B. (1989): Laws and  
Symmetry. Oxford: Clarendon Press. 

Weatherall, J. (2011): “On (Some) Explanations in Physics”, Philosophy of Science 78: 421-447. 
Weslake, B. (2010): “Explanatory Depth” Philosophy of Science 77: 273-294. Woodward, J. (2003): Making  

Things Happen, New York: Oxford University Press. 
 

  



Abstracts  Symposia & Contributed Papers II 
 Thursday 09:30 – 11:30 

 

53 
 

Symposium on Approaches in Philosophy of   Symposium 

Science in Practice  

Organizer: Marcel Boumans 

Chair: Alexander Christian  Room 5H, Thursday 09:30 – 11:30 

 
Symposium on Approaches in Philosophy of Science in Practice 

 

MARCEL BOUMANS 

University of Amsterdam 

m.j.boumans@uva.nl 

 
An Argument for Local Critique in Philosophy of the Social Sciences: Thee Case of Rational Choice Theory 

 

CATHERINE HERFELD 

Munich Center 

catherine.herfeld@lrz.uni-muenchen.de 

 
Modeling Multi-level Disorders: Overcoming the Mechanistic-systemic Dichotomy 

 

MARTA BERTOLASO 

UCBM 

m.bertolaso@unicampus.it 

RAFFAELLA CAMPANER 

University of Bologna 

raffaella.campaner@unibo.it

 
Science in the Flesh: The Epistemological Role of Bodily Sensations and Operations in 20th Century 

Oceanography 

 

LINO CAMPRUBI 

Max Planck Institut 

lcamprubi@mpiwg-berlin.mpg.de 

 
 

 

 

 

 

mailto:M.J.Boumans@uva.nl
mailto:m.bertolaso@unicampus.it


Abstracts  Symposia & Contributed Papers II 
 Thursday 09:30 – 11:30 

 

54  

 
Making Sense of Theoretical Practices: Scripts, Scruples, and the Mass of the Universe 

 

JACO DE SWART 

University of Amsterdam 

jacobusgdeswart@gmail.com 

 

1. Marcel Boumans: Symposium on Approaches in Philosophy of Science in Practice 
The Society for Philosophy of Science in Practice grew out of a recognition of the need to promote the 

philosophical study of “science in practice”, by which the organizers of the Society meant both scientific 

practice and the functioning of science in practical realms of life. Despite occasional exceptions such as some 

recent literature on models, experimentation, and measurement which have engaged in detailed 

consideration of scientific practices in pursuit of their philosophical points, concern with practice has tended 

to fall outside the mainstream of analytic philosophy of science. SPSP was founded with the aim of changing 

this situation, through the promotion of conscious, detailed, and systematic study of scientific practice that 

nevertheless does not dispense with concerns about truth and rationality. 

In many of its traditional forms, philosophy of science has focused on the relation between scientific theories 

and the world, often to the neglect of scientific practice. In contrast, in social studies of science and 

technology the dominant trend has been to examine scientific practice as a human creation, sometimes 

willfully disregarding the world except as a product of social construction. Both of these approaches have 

their merits, but they each offer only a limited view neglecting some important perspectives or approaches 

which are necessary for the development of a fuller picture of science. If we are interested in exploring the 

assumptions and methods underlying the sciences, it is essential not only to explore the theories and results 

produced by scientists, but the processes by which they came to these conclusions. And what we learn from 

history of science is that scientific practices should be evaluated in their historical contexts reaching up to 

the present moment. 

Without excavating underneath the tidy surface of published papers or finalized theories, it is extremely 

difficult to identify these processes. SPSP is dedicated to fostering the pursuit of a philosophy of science that 

considers theory, practice and the world simultaneously, and never in isolation from each other. 

The direction of philosophy of science we advocate is not entirely new and clearly has prestigious 

forerunners. For example, naturalistic philosophy of science has often emphasized the need to study 

scientific practices. In integrated approaches to the history, philosophy and sociology of science, much 

philosophical attention has been paid to actual scientific practices. Outside of the philosophy of science, 

pragmatists, ordinary-language philosophers and followers of the later Wittgenstein have attempted to 

ground truth and meaning in practices. 
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And those in the Continental philosophical traditions often have also emphasized the need to consider 

experience and practice, as well as rejecting the positivist traditions which they view as privileging science 

unduly and taking scientific progress for granted. Scholars participating in SPSP activities have been making 

conscious efforts to inject these lines of thought into analytic philosophy of science. 

In order to understand the implications of the SPSP approach, it is necessary to consider what is meant by 

‘practice.’ Practice consists of organized or regulated activities aimed at the achievement of certain goals. 

Therefore, any useful  investigations of a particular form of practice must elucidate what kinds of activities 

are associated with and required for the generation of knowledge in that domain. Traditional debates in the 

philosophy of science concerning epistemological concepts such as truth, fact, belief, certainty, observation, 

explanation, justification, evidence, and so on may be usefully re-framed in terms of activities. Rather than 

asking abstract or theoretical questions about the appropriate scientific standards for evidence, recasting the 

questions of interest in terms of activities allows us to explore various (and often competing) approaches to 

the generation and weighing of evidence. Examining the goals underlying the activities associated with 

science also forces us to focus not only on epistemological considerations but also on the values, norms, and 

idealsinherent in the pursuit of scientific knowledge. Further, it encourages us to question the metaphysical 

and ontological assumptions underlying these practices rather than taking them as obvious or as 

unquestionable ‘givens.’ In short, focusing on practice allows philosophy of science to return to fundamental 

issues which have increasingly become neglected in favor of a relatively narrow preferred approach to the 

field which is largely epistemic, highly theoretical, and often overlooks the implications of the sciences as 

practiced. 

The purpose of this session is to present some of its approaches in studying scientific practices that have 

begun to emerge as SPSP has taken shape and grown. On the whole, the papers presented in this session are 

pioneering forays into new directions. Our wish is that they will stimulate further work by illustrating the kind 

of philosophy of science that we are attempting to promote in SPSP. 

 

2. Catherine Herfeld: An Argument for Local Critique in Philosophy of the Social Sciences: The Case of 

Rational Choice Theory 

This paper presents a meta-methodological undertaking in philosophy of the social sciences. The question 

addressed is how philosophers of the social sciences can fruitfully appraise theoretical frameworks while 

taking scientific practices seriously. The point of departure is the persistent criticism that appraisal in 

philosophy of the social sciences is fruitless for the improvement of science, if a theoretical framework is 

assessed in isolation. 

Taking scientific practices into account faces several dangers. One danger is that if philosophers get too 

close to actual practices, then philosophical analysis lapses into a purely descriptive enterprise with its 

primary focus on reconstructing the scientist’s undertaking. In this case, philosophy gives up its normative 
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function. A further difficulty is that notions of ‘contextualization’ and ‘scientific practice’ have multiple, often 

vague, meanings, yet require precise specification in order to make them useful for appraisal. Finally, even if 

philosophical accounts are based upon a detailed analysis of scientific practices, their formulation is often 

inspired by the natural sciences. As such, the usefulness of those accounts for approaching the social sciences 

is limited. 

To cope with these challenges, I make a case for applying what I call ‘the method of local critique’ in 

philosophy of science. This method to appraisal is inspired by Philip Kitcher’s approach to biology. It draws 

upon the idea of directly engaging with cases representative of a specific practice and/or with the arguments 

of one’s opponents, while allowing for general conclusions about the epistemic potentials and limitations of 

these practices. By restricting the scope of my argument to philosophy of the social sciences, I claim that 

Kitcher’s philosophical approach to biology opens up a possible way for philosophers of the social sciences 

to take into account the specifics of the social world and thereby meet the complaints of their critics. 

 

3. Marta Bertolaso and Raffaella Campaner: Modeling Multi-level Disorders: Overcoming the Mechanistic-

systemic Dichotomy 

Remarkable progresses in the biomedical sciences in the last decades have led to increased awareness of the 

complex character of most pathologies, as well as greater appreciation of the difficulties in representing and 

explaining their features and behaviors. A pressing question concerns the adequacy of molecular biology and 

systems biology to account for complex diseases. In the philosophical scenario, the discussion has been 

largely focusing on whether the features attributed to mechanistic models by the “new mechanistic 

philosophy” can adequately account for explanatory models in biomedical and cognitive sciences or on 

multilevel and integrated approaches in biological sciences. 

This paper aims to clarify the philosophical relevance of convergences and complementarity in scientific 

explanatory accounts when dealing with multilevel complex diseases. Two case studies will be discussed from 

cancer research and neuropsychiatry showing how cutting through traditional disciplinary barriers novel 

approaches are currently developing in scientific practice. More specifically, we will: 

1) show how the elaboration of the explanatory model rather starts from the choice of a minimum set of 

characterizing features of the target system, which can be regarded as an array of inter-regulatory 

subsystems. In the process, any progress in mechanistic understanding of some level further constrains the 

space of possible mechanisms underpinning the disorder, with descriptive and explanatory processes co-

evolving, and correcting each other; 

2) elaborate on this, highlighting some distance between the philosophical debate on mechanistic models 

and how disorders are actually – and always tentatively – modeled, and the need of further conceptual tools 

to give justice to the dynamics of modeling disorders at the crossroad of known and unknown systems. 
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These reflections will be accompanied by some rethinking of explanatory dependence and independence 

in the light of the actual adoption of explanatory models in scientific practice, and, more specifically, their 

impact on clinical contexts. 

 

4. Lino Camprubí: Science in the Flesh: the Epistemological Role of Bodily Sensations and Operations in 20th 

Century Oceanography. 

Although the role of materiality in the generation of scientific knowledge is acknowledged, subject-object 

relationships do not provide a sufficient framework for understanding science beyond theoretical 

propositions. Each science is a rich structure or body made of a wealth of percipient subjects working with a 

wide variety of objects and apparatuses and transforming important parts of the world as much as making 

sense of them. The human body seems to fade in the face of these humongous structures of interrelated 

things. When it comes to the modern earth sciences, this contrast in scale is even more acute, since 

interconnectedness and global circulation would seem to render individual and local perception irrelevant. 

This paper deals with the role of the human body in modern oceanography. It does so through exploring 

a specific sensory organ: hearing. Transducers, hydrophones and sonar equipment transformed the ocean, 

once the epitome of a silent immensity, into a sonically rich environment. Making sense of sound required 

developing a precise knowledge of underwater acoustics. In the 20th century some of the largest research 

projects in oceanography attempted to model this relationship and produced detailed local and global maps 

of current circulation. This research would be extended in the 1980s to tracing temperature variations across 

the globe. The goal this time was not to monitor submarines but a changing climate. 

This paper will explore the role of sonar operators and other listening subjects in the development of 

global oceanography. I will discuss how listening practices and devices changed over time transforming the 

oceans themselves and what we know about them. In its turn, new oceanographic knowledge informed new 

technologies and also new experiences of underwater listening – new phenomenotechniques. 

 

5. Jaco de Swart: Making Sense of Theoretical Practices: Scripts, Scruples, and the Mass of the Universe 

The scientific practices we could signify as “theoretical” – involving formalisms, equations and calculations – 

have enjoyed relatively little attention. As Bruno Latour has put it: “almost no one has had the courage to do 

a careful anthropological study of formalism”. In this paper I will take this observation seriously, and 

elaborate on some recent ideas of Latour to show that a new and more performative terminology will hand 

tools to better approach theoretical practices. 

Latour analyses acts of calculation as they appear in economic activity, and are used to “express 

preferences, to establish quittances, to trace ends [and] to settle accounts”. He deploys the notion of scripts 

– constraining narratives – and Frank Cochoy’s notion of qualculation – quality-based judgements – to make 
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sense of what he refers to as the scruples of organisational, moral and economic action. I will show that the 

notions of scripts, scruples and qualculations are very suitable to study theory as a scientific practice. 

To explore this, I make use of an example from early twentieth century physical cosmology to understand 

the mass density of the universe. The arguments, assumptions and the calculation of a mean density of the 

universe in this work exemplifies the piling up of scripts and coping with scruples as activities in producing 

theoretical knowledge. It will become clear that extending Latour’s new work to a context of theoretical 

science can indeed offer a valuable set of tools that helps to shift attention towards a more performative 

assessment of theory as practice. I will emphasize this by showing that the activity of making objects 

adequate, the process of adequation, plays a central role in the performance of theory. Contrasting this 

perspective with Latour’s earlier focus on centres of calculation and their bookkeeping, I hope to create room 

for the practices of theoretical sciences to be followed more closely. 
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Scientific realism (SR) holds that we have reason to believe that theories in the "mature" sciences are 

approximately true, and that the theoretical and non- observable entities posited by those theories really 

exist. In discussions of SR, physical theories get more attention than those of all the other sciences combined, 

perhaps due to the sociological phenomenon that physics is considered the "Queen" of the sciences. 

In this paper I will argue that this is a mistake. In fact our current fundamental - or possibly-fundamental 

physics theories are by no means things which we can regard as true or approximately true, nor are their 

posited entities clearly things that we should (or in some cases, can) believe to exist.  In this respect 

fundamental physics theories – despite their enormous empirical successes – are quite unlike the majority of 

the rest of what we take to be our best current theories in the mature sciences. I will explore why these other 

theories and sciences are secure in a way in which fundamental physics cannot be, now or in the foreseeable 

future. 

I will center my attention on two areas of fundamental physics. The first, to be discussed only briefly, is 

General Relativity theory. About GR, I will point out that physicists themselves do not seem to take GR to be 

a candidate for full-stop truth. 

The descriptions of both matter-energy and spacetime structure in GR are such that physicists do not take 

them to be serious candidates for truth except in an approximate sense that amounts to nothing more than 

mere empirical adequacy. 

The second area I will discuss is quantum mechanics, both non-relativistic standard quantum theory and 

quantum field theories such as those of the Standard Model. I will discuss how the well-known measurement 

problem of QM impedes our taking the theory as in any serious sense “approximately true”. Current debates 

about whether we should take the wave-function (and the configuration space in which it is defined) to 

represent anything physically real are symptomatic of the deep difficulties QM makes for a realistic attitude. 

I will also discuss the Unruh effect and other features of quantum field theories that make the ontological 

fundamentals of the theories extremely unclear in a different way. 

Mathias Egg (2012) discusses some of the special problems for SR raised by fundamental physics theories. 

He defends a version of entity realism or "causal" realism to overcome the problems. I will argue that his 
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solution is insufficient, being based on a realistic understanding of both quantum particles and the things 

they do (e.g. moving through space from A to B, carrying energy) that is untenable if one takes the standard 

accounts of quantum theories (especially field theories) seriously. 

In consequence, I will urge that scientific realists should remove fundamental physics from their lists of things 

to take realistically. 

By contrast, the theories and more generally the accumulated lore of other areas of science, since the 

mid-20th century at least, are secure and believable in a way that is radically different from how things stand 

in fundamental physics. In these other areas there is no reason to think that we may have to radically revise 

our beliefs in such a way that we no longer think the earlier theories and beliefs were approximately true. In 

fact, I will argue, it is difficult to imagine a scenario where such radical revision takes place without the 

scenario verging towards radical skeptical scenarios of the Cartesian Demon/brain-in-a-vat type. Whereas in 

fundamental physics unconceived alternatives are easy to imagine (and are produced regularly), in the bulk 

of the rest of our best sciences they are just not a threat. 

If time permits I will offer some further reflections on the realism-antirealism debates and how SR can 

best be defended. 
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Historically, the motivation for defining a scientific theory’s approximate truth has mainly come from the 

scientific realism debate. Indeed, finding such a definition has been seen by some as essential for buttressing 

the realist position. As anti-realists often point out, philosophers have had great difficulty in giving a plausible 

and consistent account of approximate truth. Yet a good and useful definition of it can be found nevertheless 

– but only once we cast off this inherited entanglement with scientific realism. It turns out that influential 

recent work in the causation literature is a much more fertile inspiration, as approximate truth can be well 

defined in causal terms. The crucial move is to change our focus from theories as a whole instead to 

application-specific models. 

Why reject the attempt to define approximate truth for theories as a whole? The biggest reason is a 

fundamental difficulty facing any such attempt: namely that a theory’s errors can be very empirically costly 

in one application but not at all costly in another, thus leaving it ill- defined how serious those errors are in 

any context-independent or absolute sense. For example, in dynamical systems theories, should we prefer a 

theory whose dynamic equations are almost correct but whose empirical predictions quickly become wildly 

wrong, or a theory with the opposite pattern? Moreover, there seems to be no good way of making sense of 

‘ontological’ approximate truth independent of empirical success in particular applications. 

Another common difficulty is the attempt to capture in one measure both accuracy and 

comprehensiveness, so that, for instance, we are not forced to rank a trivial tautology above the false but 

widely useful Newtonian theory. But again this difficulty melts away once we relativise approximate truth to 

specific applications, for then the Newtonian theory’s much wider scope will immediately be reflected by it 

scoring well in many more applications. 

Even if we accept these general reasons for preferring an application-specific approach, how exactly 

should that be carried out? Drawing on previous work, I show how a definition can be framed in terms of 

causes, in a manner natural to the special sciences. Roughly speaking, according to it a model is approximately 

true if it captures accurately the strengths of the causes actually present in a given situation. Accordingly, 

getting closer to the truth consists in capturing these causal strengths more and more accurately. In order to 

make this idea precise, the notion of degree of causal importance, or causal strength, has to be defined, and 

then also a measure of closeness between a model’s allocation of causal strengths and the true allocation. 
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Completing these tasks leads naturally to a definition with just the application- specificity needed to solve 

the problems above that confound a more generalist approach. 

The definition brings with it other advantages. One is that it is not an abstract logical measure but rather 

is couched in the causal language that actual scientists use. Moreover, a high score for approximate truth 

now guarantees empirical success. It also carries another easily interpreted implication, namely that it 

guarantees accurate quantitative predictions of the impact of interventions – here, the recent extensive 

literature connecting causation with interventions pays dividends. Moreover, the counterfactual element of 

causation allows us to avoid rewarding ‘fluke’ empirical successes. (The definition also has several other 

attractive technical features.) 

There is another way too in which the approach ties neatly into scientific practice. Much recent 

philosophical work has focused on the many cases in which progress does not come via development of new 

theory but rather via a lot of case-specific extra-theoretical investigation. Often, we end up with an empirical 

model tailored very closely to a unique event or task, but which cannot be derived from theory or even 

piecemeal from a group of theories or by trial-and-error tinkering with a theory’s parameter values. Progress 

towards the truth in such cases is well represented by an application-specific causal definition – but is 

inevitably invisible if we define approximate truth in terms of theories as a whole. 

This, finally, is where the inheritance from the scientific realism debate reveals itself to be unhelpful. In 

particular, that debate has usually concerned itself with whether we should be realist about theories. 

‘Convergent realism’, for instance, postulates that our best theories are over time gradually getting closer 

and closer to the truth. Yet one implication of viewing approximate truth application-specifically is that 

progress towards the truth is only ever a local not a global phenomenon – quite contrary to convergent 

realism. Historically, from Popper on, the approximate truth literature has overwhelmingly been focused on 

theories, not application-specific models. Yet, I argue, it is the latter that is the true route to success. 
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Overview 

Multiple realizability is an important issue in the context of reduction. Puta- tive multiply realizable properties 

(MRPs) have been used in a variety of ways to argue both against reductionism and against specific 

reductions. One class of such arguments pertains to ontological simplification: it is widely claimed that 

ontological simplification is required for successful reduction. However, MRPs undermine the ontological 

simplification that a reduction is to afford, or so it has been argued. (See, for example, Bickle (1996); Kim 

(1992, 2000); Endicott (2005); Esfeld and Sachse (2007); Lyre (2009)). I proff a novel route to ontological 

simplification, one which is not undermined by MRPs. I then preempt one important potential criticism of 

this approach, and argue against it. 

 

Context and Motivation 

Whether reductionism is true or whether a specific reduction is successful turns on what reduction is. The 

model of reduction that underpins much of the literature on reduction is Nagel’s. The Nagelian model has 

been devel- oped by Schaffner (1967), and subsequently by Dizadji-Bahmani et al. (2010), and I shall adopt 

this last version here.1 Granting that reduction better had afford ontological simplification, the salient 

question is whether Nagelian reduction does. The standard answer is: yes, via what I call ‘simplistic on- 

tological simplification’ (SOS), according to which, one ought to construe bridge-laws as identity statements. 

Thus, what were taken to be two distinct properties are, via the reduction, shown to be two different names 

for thesame property. How do MRPs frustrate SOS? To answer this, consider the definition of a MRP: A 

‘higher-level’ property is a MRP iff it is realizable by two (or more) ‘lower-level’ properties. However, given 

that identity is a transitive relation, and that by hypothesis the ‘lower-level’ properties are not identical, the 

‘higher-level’ property cannot be identical to both. The argu- ment from MRPs against SOS goes back as least 

as far as Putnam (1967), and has generated a huge volume of work. There are arguments for the domain 

specificity of identities: the ‘higher-level’ property is to be identified with ‘lower-level’ property in a particular 

domain. (See (Lewis, 1969), Sklar (1993) Sober (1999), and Marras (2002).) The problem that the anti-SOSist 

                                                           
1Both Richardson (2008) and Dizadji-Bahmani et al. (2010) have pointed out that Nagelian reduction does not require 
ontological simplification – it is at most a desideratum – but I do not pursue this exegetical point here. 
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fi with this move is that it forgoes the unity of the ‘higher-level’ property: in what sense can one still say that 

the ‘higher-level’ property is a single property? (See Kim (1992).) Moreover, SOS is still undermined by so-

called ‘radical’ multiple realizability, properties which are multiply realized in the same domain. (See Horgan 

(1993) and (Bickle, 1996), and for counterarguments cf. Shapiro (2000) and Lyre (2009).) It is hard to overstate 

just quite what a morass the issue of multiple realizability and ontological simplification is! Rather than 

wading through it, I proffer a different route to ontological simplification. 

 

Central Argument 

My central argument is that it is reduction as a whole, not bridge-laws qua identities, which affords 

ontological simplification. And it does so in a way that is unaffected by MRPs. 

I eppropriate Quine’s (Quine, 1948) well-known meta-ontological position as per the slogan that “to be, 

is to be the value of a bound variable in our best conceptual scheme.” The pertinent question is it takes to be 

the ‘best conceptual scheme’. Quine himself does not set out in much detail what this amounts to but he 

does point us in the right direction, namely that we adopt “the simplest conceptual scheme into which the 

disordered fragments of raw experience can be fitted and arranged.” (ibid ) 

I suggest the following development of Quine’s position: the best concep- tual scheme is one which, in 

order of priority, best balances empirical ade- quacy and simplicity. Sort conceptual schemes by empirical 

adequacy fi and then select the simplest amongst those. This is, of course, a context specific procedure but I 

do think that the idea here is intuitively appealing. Now consider two theories, a ‘higher-level’ theory T1 and 

a ‘lower-level’ one theory T2. Suppose that a successful reduction of T1 to T2 is carried. The reduction ensures 

that the empirical content of T1 is captured by T2, so, ceteris paribus, any conceptual scheme which includes 

T2 is at least as strong as one which contains T1. Given the ‘priority clause’ above this rules out conceptual 

schemes containing T1 but not T2. Moreover, the reduction of T1 to T2 ensure that conceptual schemes 

containing both T1 and T2 are ruled out on grounds of simplicity: including T1 as well as would be superfluous 

as its empirical content is accounted for, or so I argue. The route to ontological simplification is now 

straightforward: if T1 is not in our best conceptual scheme then there is no ontological commitment to its 

ontology. If we suppose that prior to a reduction both T1 and T2 are in our best conceptual scheme with the 

ontological baggage that that entails, then after a reduction our ontological load will be lighter. 

In the paper I illustrate this idea by using the example of the reduction of thermodynamics to statistical 

mechanics, and by considering the property of temperature. This fi well with the above discourse because 

temperature is often cited as a MRP. (See, for example, Sklar (1993) and Lyre (2009). 

 

Responding to Objections 

I preempt the following important potential criticism of this approach: the empirical content of T1 is not 

captured by T2 alone, but by T2 supplemented with bridge laws. Thus the best conceptual scheme includes 
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those bridge principles, and those bridge principles refer to the ontology of T1. We thereby will keep the 

commitment to those entities in T1, and so there’s no ontological simplification after all! My response to this 

that the use of bridge laws does not commit one to the ontology of T1. I argue that bridge laws are, in fact, 

theoretical constructs, contra to the prevailing views which considers them to be contingent or nomic 

correlations or identities. To do so I return to and draw on the aforementioned example of temperature and 

its ‘lower-level’ realizer, mean kinetic energy. 

 

Conclusions 

A successful reduction is good reason to not include the reduced theory in our best conceptual scheme. 

Having adopted Quine’s meta-ontological posi- tion this entails ontological simplification. The properties of 

reduced theories may well be kept as useful fi but when the dust of our scientific and philosophical work has 

settled, we are not bound to be committed to these properties. It is reduction as a whole, not bridge-laws 

qua identities in par- ticular, which affords ontological simplification, and this is unaff by MRPs. 
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In this paper, we focus on the notion of structure as employed when considering the issue of scientific 

representation, in particular with regard to the functions of models in science. In the case of models, 

representation is usually cashed out in terms of the relationship between a model and its target. How to 

conceive such a relationship is particularly challenging when, as is very often the case, the model is an 

abstract mathematical structure and its target is an empirical phenomenon. 

Representation is usually described either as a dyadic relationship, holding between the model and its 

target only, or as involving the pragmatics of model construction and models' users as well -- hence as a 

triadic relation. In both cases structures play a crucial role. On the one hand, structures are commonly 

employed to characterize models. On the other hand, structural relationships are used to connect models to 

the target according to users' intended scope. 

Structuralist approaches to scientific theories have a long and respectable tradition in the philosophy of 

science. In particular, the semantic view of scientific theories and recent versions of structural realism have 

notoriously contributed to the philosophical interest in the role of structures and their connection to models. 

Which kind of structure to consider with respect to models, and how this structure is used and related to a 

target system in order for the model to “represent”, is a crucial point in the relevant literature. In the paper, 

we focus on this very point and argue that a source of confusion in current debates has to do precisely with 

a misleading use of structures. 

More precisely, we find this use misleading in a twofold sense. First, in the literature the two levels at 

which the use of models (and related structures) takes place are seldom distinguished. Drawing on French's 

terminology (French 2012), we call these two levels the “object-level” and the “meta-level” of analysis. The 

object-level is that of working scientists, where scientific theories are elaborated and tested. At the “meta-

level” of analysis, on the other hand, the results presented at the object-level are reconceptualized in terms 

of abstract structures such as sets or categories. The second sense in which the use of structures is misleading 

concerns the kinds of structures considered and their supposed linkage to the world. We argue for this point 
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by using examples from physics, biology and economics. One particularly interesting case study is provided 

by the Ising model, because of its wide and interdisciplinary range of applications, from physics to sociology 

and genetics (Knuuttila and Loettgers 2014). With respect to physics, for example, recent works have 

questioned the explanation of the success of the model in accounting for the macrolevel phenomena that 

are exhibited by very different kinds of systems undergoing phase transitions by appealing to some shared 

features or some common relevant causes (see Batterman and Rice 2014, Reutlinger 2014). The situation 

becomes even more complicated when the Ising models is transferred e.g. to economics, where methods 

used in physics do not apply, and the traditional paradigm has been one of giving microfoundations to 

macrophenomena. 
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Significance testing is widely used across the natural and social sciences. Given its popularity in scientific 

practice, it might come as a surprise that significance testing has attracted severe criticism in both the 

statistical and the philosophical literature. This paper is concerned with a particular objec- tion made by Sober 

(2008): the claim that significance testing violates the Principle of Total Evidence (PTE). Sober argues that 

using a logically weaker rather than a logically stronger description of the data in a significance test violates 

PTE. More specifically, when calculating p-values in a significance test one does not consider the observations 

in all their detail but rather the fact that they fall in a certain region. In order to examine Sober’s claim I will 

proceed in two steps. First, I will clarify the interpretation of PTE. Second, I will apply my reading of the 

principle to the question of whether the use of p-values for inductive inference violates PTE. 

While PTE is invoked in a number of philosophical arguments, references to the principle are typically 

rather vague in nature. This is unfortunate as the merits of Sober’s objection depend on a clear understanding 

of PTE. I will therefore spend considerable effort to state the principle in a precise way. By drawing on 

Carnap’s Logical Foundations of Probability (Carnap, 1962) I will argue that the application of PTE requires 

the prior specification of a criterion for evidential assessment (or ‘theory of evidence’ for short). Given such 

a theory of evidence, I propose the following reading of the principle: 

Suppose you are given a hypothesis H as well as data d1 and d2 with d1 ⇒ d2 and d2 ⇏ d1, then an inference 

about H should be based on d1 if changing between d1 and d2 affects the evidential assessment. 

Based on this reading of PTE, I will argue two points with regard to Sober’s claim that significance testing 

violates PTE. First, I will argue that as it stands the claim is incomplete. In order to assess what data should 

be used for inductive inference, PTE requires the prior specification of a theory of evidence. Sober, however, 

does not presuppose a particular theory of evidence in his argument. Without such a specification PTE can 

neither be satisfied nor be violated by the use of p-values for inductive inference. Second, I will I turn to what 

might be considered as the best case for Sober’s argument: I will adopt the law of likelihood (LL) as a theory 

of evidence given the central role of LL in Sober’s writings. I will argue that even under this assumption there 

is no universal conflict between the use of p-values for inductive inference and PTE. It depends on the 

particular inference at hand, whether the significance tester violates PTE from a likelihoodist perspective. In 
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particular, I will argue that in a one-sided significance test with a suf- fi t test statistic, using p-values for 

inductive inference does not violate PTE. Matters are diff t, however, in a two-sided significance test. Here, I 

will argue that the use of p-values indeed violates PTE. The discussion also reveals that the statistical notion 

of sufficiency and PTE can part ways and, hence, refer to two distinct ideas. 
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It is a platitude that belief comes in degrees, but the same cannot at all be said of knowledge. Ever since the 

beginning of epistemology, knowledge has been seen as a yes/no notion that does not allow grades, and 

today the received view still is that knowledge is a categorical concept. During the past two decades, 

however, dissident voices have been heard, claiming that knowledge might after all allow a more or less. 

According to these dissidents, sentences like ‘Annie does not really know that p’ and ‘Boris knows p better 

than Chris’ constitute linguistic evidence for the gradability of knowledge. 

The dissident movement started when attributor contextualists such as Stewart Cohen and Keith DeRose 

argued that knowledge attributions are context sensitive: whether a proposition like ‘John knows that p’ is 

true or false depends on the context, in particular on the standards for knowledge that are assumed (Cohen 

1999, DeRose 1992). The ideas of contextualists have been criticized, notably by Jason Stanley, who denies 

that knowledge is context sensitive, and argues that the gradability of knowledge is an illusion (Stanley 2005). 

In Stanley’s view, contextualists have valuable intuitions, but these are better accounted for by what he calls 

‘interest-relative invariantism’, according to which knowledge is partly determined by a person’s practical 

interests. The greater a person’s actual investment in the truth of a proposition is, the stronger must be that 

person’s evidence if it is to be said that he knows the proposition. Rather than pointing to a gradability of 

knowledge, expressions like ‘knowing p better than q’ serve as pragmatic indicators. 

Recently the discussion about the gradability of knowledge has been given a new twist by Sarah Moss 

(2013). According to Moss, knowledge is indeed gradable for the simple reason that we can speak of 

probabilistic knowledge. She makes a case for what she calls ‘the radical thesis’, which involves the claim that 

degrees of probabilistic knowledge should be equated with degrees of belief, so that both degrees of 

knowledge and degrees of belief are measured in the same Bayesian way. 

Like Moss we defend the gradability of knowledge. Unlike Moss, however, we are interested in a theory 

in which partial knowledge is not the same as partial belief. In order to distinguish our account from that of 

Moss, we speak of partial knowledge rather than of probabilistic knowledge, which is the term that Moss 

uses. 

In this paper we develop the concept of partial knowledge and we explain how it can be measured in a 

way that is different from the measurement of partial belief. We take as our point of departure the work of 

Timothy Williamson (2014, 2000, 1990). This may sound ironical, since Williamson is one of the philosophers 

who are strongly opposed to the notion of graded knowledge. Yet we argue that our measure of partial 
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knowledge can be regarded as an extension of his approach, turning the latter into a limiting case. Moreover, 

we show that our measure has the advantage of avoiding certain counter-intuitive consequences that follow 

from Williamson’s approach. 

The paper consists of two parts. In the first part we summarize Williamson’s argument. For expository 

reasons we concentrate on a certain example, viz. a particular clock that Williamson describes in Williamson 

2014, but neither Williamson’s reasoning nor our generalization of it is in any way specific to this particular 

template: bot approaches are general and robust. We explain that Williamson’s argument is a much- needed 

combination of possible world semantics and classical probability theory, and we stress the formal link that 

Williamson makes between knowledge and visual discriminability. Williamson defines knowledge in terms of 

possible worlds, and he takes the accessibility relation between worlds to be a relation of indiscriminability. 

We describe how Williamson derives from his argument a very surprising conclusion, namely that one might 

fully and categorically know a proposition p, while the probability that we know p on our evidence is 

arbitrarily close to zero. 

Williamson stands by this conclusion, but in the second part of our paper we explain why we find it rather 

counterintuitive. We further argue that the conclusion arises from a rather artificial assumption, namely that 

visual discriminability is an all-or-nothing affair. The moment we give up this assumption the counterintuitive 

result disappears. 

Like Williamson’s method, ours too is a combination of possible world semantics and probability theory, 

but we will give a greater role to probability theory than Williamson does. This enables us to gradualize the 

accessibility relation in Williamson’s possible world semantics, and thereby to introduce grades of visual 

indiscriminability and discriminability. We then explain how this notion of graded discriminability leads to a 

concept of graded knowledge: where Williamson says that full discrimination between worlds w and w' 

implies knowing that w and w' are distinct, we say that discrimination between w and w' to degree x implies 

knowing to degree x that w and w' are distinct. We call the concept of graded knowledge ‘partial knowledge 

at a world’. The next step is to relate the concept of ‘partial knowledge at a world’ to that of ‘partial 

knowledge on one’s evidence’. We show that the probability of the latter is not arbitrarily close to zero, 

contrary to Williamson’s finding, and that under reasonable conditions it is not even small. 

The result of our efforts is a thoroughly probabilistic epistemology, in which ‘knowledge’ is no longer 

synonymous with ‘categorical knowledge’, and in which degrees belong as much to knowledge as they belong 

to belief. 
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In a recent paper Samir Okasha has suggested an interesting application of Arrow’s impossibility theorem to 

theory choice: when epistemic virtues are interpreted as ‘voters’ in charge of ranking several competing 

theories, the final ordering is bound to coincide with the one proposed by one of the voters (the dictator), 

provided a number of seemingly reasonable conditions are in place [“Theory Choice and Social Choice: Kuhn 

versus Arrow”. Mind, 2011]. Although Okasha seeks to offer a way out, it remains unclear whether the 

proposed solution is indeed feasible. In a similar spirit, Jacob Stegenga has shown an application of Arrow’s 

theorem to the amalgamation of evidence; the voters here are the different sources of evidence [“An 

Impossibility Theorem for Amalgamating Evidence.” Synthese, 2011]. As with Okasha’s proposal, it is not clear 

how to avoid Arrow’s pessimistic conclusion. 

In this paper we develop a novel argument that purports to show that, in typical examples, Arrow’s result 

does not obtain when dealing with the amalgamation of evidence. The reason is that, for most interesting 

cases, we cannot escape the well-known Duhem-Quine problem: we are seldom, if ever, able to assess 

isolated statements; rather, the evidence actually confirms (or disconfirms) a complex conjunction that 

includes various auxiliary hypotheses. We argue that confirmational holism forces us to restrict the domain 

of a reasonable choice function, thus violating one of Arrow’s conditions. The upshot is that we are now able 

to see the Duhem-Quine problem under a different, positive light: to wit, we are able to interpret it as a 

phenomenon that makes theory choice possible in the first place, when there are at least three options on 

the table. 
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Background considerations 

Notice that we will not be dealing with the more general problem of combining theoretical virtues, but with 

the problem of amalgamating evidence from different sources, so as to obtain a unified ranking of hypotheses 

by level of confirmation. In other words, our current enterprise can be thought of as aiming at the prior goal 

of finding the right input for just one of the traditional virtues –empirical adequacy. 

There have been many suggestions concerning how to escape from Arrow within the realm of theory 

choice.  For example, Okasha has pointed out that virtues (among them, hypothesis confirmation) should be 

measured by the same cardinal scale; there is no consensus, however, as to whether this is indeed a 

reasonable demand [see J. Stegenga, “Theory Choice and Social Choice: Okasha versus Sen”, Mind, 

forthcoming]; here we adopt a conservative stance and assume no more than a comparative notion of 

confirmation. On a different line, Michael Morreau has argued that many virtues provide a rigid way of 

ranking hypotheses, in the sense that their rankings could not have been different from what they actually 

are [“Theory Choice and Social Choice: Kuhn Vindicated”, Mind, forthcoming)]. Hence the domain of the 

Arrovian function is not universal; Arrow’s result might not obtain once the domain is so restricted. It is not 

clear whether rigidity, in Morreau’s sense, also applies to empirical adequacy – he thinks it does not. In any 

case, when dealing with the amalgamation of evidence, there are independent reasons to believe the domain 

is actually restricted. We show that (i) the Duhem-Quine thesis forces a particular domain restriction, and (ii) 

the domain restriction so induced is Arrow-consistent. 

 

The main argument 

Let H1, H2 and H3 be rival hypotheses. Consider two experimental sources Sα and Sβ – our “voters”. In light of 

the Duhem-Quine problem, strictly speaking each Si does not choose among H1, H2 and H3, but among more 

complex packages containing auxiliary hypotheses (such as the conjunction of H1 and A1.α). Say Sα deals 

explicitly with 

(a) H1&A1.α 

(b) H2&A2.α, and 

(c) H3&A3.α. 

whereas Sβ deals with 

(d) H1&A1.β, 

(e) H2&A2.β, and 

(f) H3&A3.β. 

Let us grant that all six items are on the table for both voters. This is not a concession we make just for the 

sake of the argument. Suppose for a moment that Sα is not an abstract entity, but a real person who actually 

performed experiments of a certain kind– say, type-α experiments.  Moreover, she has heard that her 
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colleague (i.e., Sβ) is running type-β experiments. Although she ignores the results obtained by Sβ, she does 

know that type-β experiments presuppose in each case – for each rival Hi – certain definite auxiliary 

hypotheses. She i then asked to assess and rank H1, H2 and H3, to the best of her knowledge. Given that both 

Sα and Sβ are very much aware of each other’s research project Sα feels that any serious assessment of the 

three rival hypotheses should take the six items into account simultaneously; she rightly expects Sβ to do the 

same. 

Notice, however, that Sα has no information about the outcome of Sβ’s experiments, and vice-versa. In the 

absence of such vital information, not all logically possible orderings make sense as inputs. From Sα’s point 

of view, she should apply to (d), (e) and (f) what she knows about the way H1, H2 and H3 behaved in her own 

experimental setting (that is, (a), (b) and (c)). 

There are other natural restrictions to consider. For example, it is reasonable for a source of evidence not 

to place packages involving auxiliary hypotheses from different sources higher than their own packages. 

Furthermore, we will also argue that it is reasonable to require voters to assemble hypotheses in clusters, 

where each cluster contains the packages corresponding to a single source of evidence. 

Once these constraints are adopted, it can be proved that the resulting domain is non-saturating, in the 

sense of Kalai, Muller and Satterthwaite [“Social welfare functions when preferences are convex, strictly 

monotonic, and continuous”, 1979; see also M. Le Breton and J. A. Weymark, “Arrovian Social Choice Theory 

on Economic Domains”, 2011]. Moreover, we also show how to build aggregation rules satisfying Weak 

Pareto, Independence of Irrelevant Alternatives and Non- Dictatorship, thus proving that the domain is 

indeed Arrow consistent. 
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Diversity is among the central issues in today’s philosophy of science; it is at the core of debates about 

pluralism, dissent, justice, or the division of cognitive labor in science. However, illustrious as it may be, the 

concept is not yet well understood and remains fairly unclear. This paper aims to remedy this shortcoming 

by addressing conceptual questions like: “How can diversity be defined precisely?”, “Which relations hold 

between its various scientifically relevant subtypes (social, methodological, theoretical, subject matter 

diversity, etc.)?”, “(How) is it possible to quantify these subtypes?” Using the ecological notion of biodiversity 

as a comparison case, in the first part I develop a model of diversity in general. Here is the outline of this 

model (see figure 1). There is some field F (e.g., an ecosystem or a scientific community), which somehow 

contains a number of typical elements A1...An (e.g., species; or theories, subject matters, methods, social 

categories, propositions). Every Aelement stands in some characteristic relation R to elements B1...Bn (species 

are instantiated by individual organisms; theories are pursued, subject matters studied, methods applied, 

social categories exemplified, and propositions believed or valued by scientists). One can now define, on the 

one hand, various types of diversity, depending on which A-elements and relations R are considered (one 

gets species, theoretical, subject matter, methodological, social, doxastic, and axiological diversity, 

respectively). On the other hand, one can define a couple of dimensions of diversity, the most important of 

which are richness (the number of As in F), evenness (the degree to which the Bs are equally distributed 

among the As), and dissimilarity (the average disparity between any two As in F). Applying mathematical 

tools such as (variants of) the Shannon-Wiener, the Simpson or the Gini-Simpson index, these dimensions 

can then be integrated into an overall measure of diversity. An important point to note is that R can be an 

injective or a non-injective relation, which has significant consequences on how the dimensions (esp. 

evenness) are to be applied. For example, if we consider species and individual organisms, R is injective, i.e. 

every individual instantiates exactly one species. By contrast, if we consider, for example, social categories 

(e.g., being female, being a Finn, being atheist, etc.), R is non-injective, i.e. a scientist can simultaneously be 

a member of multiple social categories (see B5 in figure 1). 

In ecology, the application of this general model of diversity is relatively straightforward. But what about 

applying the model to scientific communities? The main part of the paper is devoted to answering this 

question. I proceed as follows: I apply the mentioned dimensions to the relevant types of diversity in science 

and explore how these diversity-types can be quantified. In particular, I correlate each type with each 
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dimension and discuss what it would mean to maximize and to minimize diversity on this dimension. In doing 

so, the crucial challenge is how to individuate the Aelements, since measuring the diversity of theories, 

methods, subject matters, etc. presupposes a clarification of how these entities can be counted (which is a 

necessary condition for applying the dimensions richness and evenness) and what it means that one of them 

is more similar to a second than to a third (which is a necessary condition for applying the dimension 

dissimilarity). The individuation of theories, methods, propositions, etc., are issues dealt with in various fields 

of philosophy, such as the philosophy of science, ontology, and semantics, so my strategy will be to briefly 

discuss the respective standard accounts and to examine the prospects for the desired quantitative approach. 

Regarding doxastic and axiological diversity (i.e., diversity of believed and valued propositions, respectively), 

I take it that propositions are sets of possible worlds (Lewis 1986), so that dissimilarity between them can be 

measured by extending the metric between worlds to a metric between sets of worlds (Ruspini 2008). 

Mathematically, this is possible by applying distance measures between subsets of metric spaces, such as the 

Hausdorff distance. Regarding subject matter diversity, the most promising strategy is to reduce subject 

matters to questions and, in accordance with the standard account in interrogative semantics (tracing back 

to Hamblin 1958), to analyze questions as sets of propositions, i.e. sets of sets of possible worlds. 

Dissimilarities between subject matters can then be quantified by using distance measures between sets of 

sets of a metric space. Regarding theoretical diversity, I draw on the structuralist account 

(Balzer/Moulines/Sneed 1987), according to which theories are hierarchical structures. One can then say that 

two theories are more similar the more they agree not only in their central, but also in their more peripheral 

parts. Regarding diversity of methods, the most promising strategy is to analyze a method as a certain type 

of action that aims at achieving knowledge. Ontologically, actions qua events are occurrents, i.e. concrete 

individuals. A type, in turn, can be analyzed as a set of individuals (Lewis 1986). Hence, similarity between 

methods (types of actions) can be analyzed in terms of distances between sets of individuals. Finally, in order 

to analyze social diversity, I draw on recent approaches in social ontology, according to which social 

categories can belong to either of three ontological types: plural individuals (qua social collectives), sets, and 

classes (Author 2014). In a final section, I sum up the account and give a brief outlook to possible applications 

to the debates about dissent, pluralism, objectivity, and justice in science. I emphasize the difference 

between maximizing and optimizing diversity. Whatever function or value one may attribute to diversity in 

science, in most cases achieving an optimal level is not tantamount to maximizing diversity. 
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The current psychiatric classification (as exemplified by the DSM2) exhibits severe problems, and its recent 

revision, culminating in the DSM-5 (2013), has left many disappointed. On the one hand, there are 

controversial debates on the criteria for individual diagnoses and the question whether they pathologize 

normal feelings and behavior, for example, in the cases of ADHD or depression. On the other hand, there are 

also more general criticisms that question the overall system of psychiatric classification. 

Currently, this classification is based on (statistically co-varying) observable symptoms of mental 

disorders. This “phenomenological” or “atheoretical” approach was introduced in 1980 with the 3rd revision 

of the DSM in order to improve the lack of interrater-reliability that characterized the DSM-I and –II 

diagnoses. A second goal was to eliminate the psychoanalytical theoretical background informing the first 

editions of the manual and to create a taxonomy that would be commonly acceptable and usable by all 

psychiatrists, regardless of their various theoretical orientations. While this “first revolution” managed to 

increase interrater-reliability and to establish one shared taxonomy, critiques argue that it has sacrificed 

validity by adopting a symptoms-based approach instead of aiming for a classification based on causal 

information. To be more specific, it is often argued that the heterogeneity of groups picked out by the DSM’s 

polythetic criteria, the excessive rates of comorbidity, and the lack of predictive success of the DSM diagnoses 

indicate a severe lack of validity. The main proposal for improving the situation is to change the classification 

from a phenomenology-based one to an etiology-based one that groups disorders according to our best 

scientific theories about their underlying causes. In my talk, I will discuss the question whether it is time for 

such an etiological “revolution” in psychiatric classification. 

Advocates of this revolution often present it as a move forward towards a more scientific, evidence-based 

nosology. Even more cautious criticisms often seem to assume that the change towards a more valid 

etiological classification is only a matter of time, awaiting further research results. What I want to show is, 

first, that the question of the classificatory basis is not one that can be answered by empirical evidence alone. 

                                                           
2 The DSM is the authoritative system in the US; most European countries use the ICD-classification of 
the WHO. Since both systems strive for compatibility and share the symptoms-based approach to 
classifying mental disorders, the same problems and arguments apply. 
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Instead, it requires judgments on what level of evidence is needed to justify changes as well as judgments on 

what kind of evidence is most important. Second, in making these judgments we need to weigh the needs of 

clinical practice and scientific research. 

Regarding the question of how much evidence is enough to legitimate a more radical revision, it is 

important to note the DSM’s multiple purposes. While it aims to be a suitable basis for research, it also 

thoroughly shapes psychiatric practice. Changes can be very consequential in that they affect patient’s 

diagnoses and possibly treatment, might impact questions of reimbursement, and even change public views 

of mental disorder and normality. Therefore, before one starts a revolution, there should be solid evidence 

that this will improve the situation in terms of science as well as health care. What exactly that means (i.e. 

how much evidence is enough) is moreover not a purely scientific question but calls for value-judgments on 

the weighing of inductive risks and consequences of possible errors. Since for most mental disorders etiology 

is still unknown or highly contentious, it seems inappropriate to risk damage to patients by a premature 

change of the classification at this point of time. 

A further problem is that criticizing the DSM-diagnoses as lacking validity often presumes that there was 

one common, clear concept of validity, which is actually not the case. Validity is supposed to mean something 

like “matching the reality” – but how one can measure that is not an easy question. Accordingly, psychiatry 

has to deal with different validators – for example, antecedent validators (e.g., diagnoses correlating with 

the exposure to certain risk factors or familial aggregation) or predictive validators (e.g., diagnoses 

correlating with treatment success or course of the disorder). This is a problem because empirical research 

shows that these validators do not always match up – one way of classifying mental disorders might perform 

better on predictive items, while an alternative outperforms it with regard to antecendent validators (one 

example here are different ways of subtyping schizophrenia). Thus, it becomes necessary to decide what kind 

of evidence is most important in such cases. The current DSM gives preference to predictive validators due 

to their importance for the use of the DSM in clinical practice. However, from the perspective of etiological 

research, antecendent validators seem more important. 

In consequence, the needs of clinical practice and of scientific research do at present stand in conflict with 

each other. First,  the importance of  various  validators  can  be  judged  differently from the perspective of 

science than  from  that  of  healthcare.  Second,  while  clinical  practice calls for a conservative approach 

and high standards of evidence before every radical change, the DSM does pose problems as a basis of 

scientific research (such as the heterogeneity of study populations or the comorbidity of different diagnoses). 

These are indeed severe and call for pluralistic explorations of possible alternatives and causal explanations. 

It is highly problematic that the DSM-categories are often mandatory in research (e.g., to get clinical studies 

approved, funded, and/or published), which presents a heuristic obstacle to ever achieve etiological 

knowledge that also allows for successful predictions – and that could serve as a solid enough basis for an 

etiological reorganization of the overall system. 
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The central difficulty in psychiatric classification is, accordingly, not just a lack of validity or a lack of 

evidence, but lies in integrating the different demands of research and practice. Therefore, I will argue, it is 

not time for an overall etiological revolution of psychiatric classification (yet) – instead it is time to distinguish 

between taxonomy and theory, which call for different strategies: conservatism versus pluralism.
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Many philosophers and cognitive scientists assume that contentful mental states are necessary for explaining 

cognition, which is then an umbrella term for all our activities that involve knowledge. Contentful states are 

understood as having truth-conditions or conditions of satisfaction and therefore represent something in the 

world. Call this representationalism. Over the past 25 years, there is a resurgence of the idea that 

representationalism is fundamentally misguided. Proponents of Enactivism, part of the embodied and 

embedded cognition paradigm, argue that cognition is best understood in terms of dynamic interaction 

between an organism and its environment, without any appeal to contentful mental states. Cognition is re-

conceptualised as behaviour (activity with a purpose) of an organism in the world. The general idea is that 

recurring interactions shape an organism's structure, as well as the structure of the organism’s surroundings, 

which in turn determines how the organism can and will interact with this world. The ‘mentality-constituting’ 

interactions are to be explained solely in terms of an organism’s history of interactions. 

At the same time, there is a wide-spread conviction that these non-representationalist explanations will 

break down in the face of typically human cognition, such as our linguistic abilities; to explain those, one still 

needs content. This is apparent even in the work of the self- proclaimed radical kinsmen of the Enactivist 

family, Hutto and Myin, who state that ‘some cognitive activity – plausibly, that associated with and 

dependent upon the mastery of language – surely involves content’ (Hutto & Myin 2013: xviii). This leads 

further to the view that ‘there are a variety of types of minds (some are contentful, some not)’ (our emphasis, 

Hutto, Kirchhof & Myin 2014: 1). 

In this paper I argue that this distinction between contentless and contentful cognitive activities is 

problematic. My thesis is that if we can indeed explain basic, e.g. non-linguistic, cognition in contentless 

terms, we should also explain linguistic cognition in contentless terms, and give up the distinction between 

these two. Instead of representing the world, the primary function of language becomes the coordination of 

behaviour. Note that this does not entail that we cannot use language to talk about the world (as we often 

do), but rather that an explanation of these abilities should not be given in representational terms. 

I focus on two closely related arguments. First, I argue that, although it might at first seem like our 

language consists of readily identifiable recurring units (i.e., words) which determine the contents expressed, 

this reïfication of linguistic symbols is indefensible (Love 2004). For in order to substantiate this claim, we 

need a method for deciding when a token-utterance is a repetition of an earlier one, that is, falls under the 
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same abstract type. Simply relying on the acoustic or written form of a word alone is clearly inadequate, as 

is shown for instance by homonyms: context is needed. 

Although our language does consist of recurring forms, these forms can be always be used in novel ways 

(think for instance of malapropisms), in which case there can be no principled way to answer the question 

whether the word, as opposed to the form, is repeated, and thus which contents are expressed. A traditional 

answer to this problem of individuating words could be given by relying on mental representations: a 

repetition of the same linguistic form can than be seen as a repetition of the same word if it is an encoding 

of the same mental representation. However, this option is not open to the Enactivist, who denies these 

representations. 

This leads me to my second argument: once we relinquish representations at the basic level of cognition, 

we lack the resources to explain how a person can come to know that a word stands for a certain worldly 

offering (Kravchenko 2007). The notion of a proposition is unfit for explaining linguistic cognition, because 

the naturalistically inclined Enactivist can also not rely on public abstract objects, which is what a proposition 

is. Fortunately, we can do without content: rather than claiming that knowing a word is knowing-that the 

word stands for a particular worldly offering, we can claim that knowing a word is knowing how to use it in 

concrete situations (Van Elk et. al 2010). 

Together, these two considerations motivate a re-conceptualisation of linguistic symbols. In line with the 

Enactivist focus on cognition as activity with a purpose, we conceive of learning a language as learning to do 

things with words in a social context, with the aim of co-ordinating behaviour through the constraining of 

cognitive and interpersonal dynamics. Words are not representations, but mind-guiding pieces of voicing 

(Bottineau 2010). This entails that we cannot just look at the symbols by themselves, as we also have to take 

into account the dynamics that is constrained by linguistic activity. This means that linguistic activity becomes 

fully embodied, and that the strict dichotomy between basic and linguistic minds that Hutto and Myin 

propose has to be relinquished. 

One might object that although this might explain the origins of language, our linguistic utterances are 

nevertheless representational in nature once we can speak, for we often talk about things. Here we have to 

make a distinction between the unfolding of linguistic behaviour and its products. An observer that focusses 

only on the products of linguistic behaviour, that it, the utterances, might conceive of these as instantiations 

of abstract types that refer to worldly objects. But this observed representational function need not have an 

explanatory representational status (Harvey 2015). If the two arguments given here are convincing, there are 

no abstract types in play in linguistic behaviour to which this explanatory representational status can be 

ascribed. 

From an Enactivist point of view, linguistic cognition is therefore best explained without relying on the 

notion of content, which only comes into play in the descriptions of observers who abstract away from actual 

linguistic behaviour and focus merely on its products. Just as for more basic forms of cognition, these 
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representational presuppositions turn out to be untenable for explaining linguistic cognition within an 

Enactivist account. 
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One reason why people prefer causal explanations, both in everyday life and in science, is that causal 

explanations are useful as they provide information how to eventually get control over the explained 

phenomena (Woodward, 2014). But are causal explanations always useful? And aren’t there non-causal 

accounts which might do a better job in some cases? In this paper I argue that in the case of personality trait 

explanations (a) the causal accounts face serious conceptual problems, and (b) a non-causal account is 

possible, which better grasps the explanatory virtues of traits and which is more in tune with the way trait 

explanations are used in practice. 

The attacks on personality trait explanations in psychology have a famous history (Boag, 2011) where the 

critiques vary from claims that traits are a merely descriptive tool to blames that trait explanations are 

circular. Although these critiques are at odds with the increasing uses of trait explanations both in psychology 

and beyond, the controversy over personality traits persists because of the conceptual confusions 

surrounding the most popular account of traits as tendencies or dispositions which are causally connected 

to particular patterns of behavior (McCrae & Costa, 1995). The confusions come to light when one faces the 

question in what sense a tendency or a disposition ‘causes’ events which are instances (or parts) of the same 

tendency or disposition. On the standard construal of the cause-effect relation, the cause should precede its 

effect. The whole-parts relation, however, is different: the whole cannot precede its parts. Once this 

difference is taken seriously, it becomes clear why any attempt to construe tendencies as causes of the events 

which are part of them is conceptually confusing. The proponents of the causal account of personality trait 

explanations try to avoid this confusion by distinguishing between traits as patterns of observed behavior 

and traits as underlying tendencies that cause the observed patterns. Those who support this distinction (e.g. 

McCrae and Costa) insist that insofar as the observed patterns are not anymore instances or parts of the 

underlying tendencies, there is no problem to say that the latter causally explain the former. This conceptual 

maneuver, however, is not applicable to all trait explanations. There are examples such as the hypothesis 

explaining the association between higher paternal age and the risk to have an autistic child by reference to 

specific personality traits of the fathers (Puleo et al., 2008), where it is the observed phenotypic expression 

of the personality traits that does the explanatory job rather than any assumed underlying causes of this 

phenotypic expression. 
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What might stand as a viable alternative to the causal construal of trait explanations? To answer this 

question, we should find out first what personality trait explanations are good for. A glance through the 

literature reporting such explanations reveals that they are appreciated for two main reasons: (1) for ruling 

out alternative explanations; and (2) for allowing to draw additional inferences about the explained 

phenomenon. Thus on the example of the association between higher paternal age and the risk to have an 

autistic child we see that: (1) the personality trait explanation of this association rules out the hypothesis that 

the accumulation of de novo mutations is responsible for the higher risk of having a child with autism in later 

age, and (2) the personality trait explanation implies the testable prediction that the risk level to have an 

autistic child for men exhibiting personality traits which are part of the so-called ‘broader autism phenotype’ 

does not correlate with their paternal age. It can be shown on this and similar examples as well that the 

elimination of alternative explanations is a consequence of the increased number of predictions which are 

allowed by a good explanation. Personality trait explanations are appreciated exactly for these reasons by 

most authors referring to such explanations including McCrae and Costa (1995) who admitted that trait 

explanations are useful because they allow “inferences which go beyond the observed data” (McCrae & 

Costa, 1995, p.243). 

The view that a mark of a good explanation is the increased number of inferences about the explained 

phenomenon which it provides is part of the following two-statement account of scientific explanation: 

A: A good explanation increases our understanding of the explained phenomenon. 

B: A mark of increased understanding is the increased number of inferences that could be drawn about the 

explained phenomenon on the basis of the proposed explanation. 

This account does not directly confront with the causal account of explanation. It rather subsumes it, 

insofar as on the proposed account, causal explanations increase our understanding of the explained 

phenomena insofar as they allow for inferences “going beyond the observed data” such as “if the cause were 

not present, the effect would not be present, as well” (on the counterfactual account of causation), or “any 

time the cause is present, the effect will follow it” (on the classical ‘constant conjunction’ account of 

causation), or “it is more probable the effect to appear if the cause is present” (on the probabilistic account 

of causation), etc. 

The main virtue of the proposed inferentialist account of explanation is that it makes possible to assess 

the explanatory value of a particular explanation without reducing it to a causal explanation. Thus the 

inferentialist account helps to avoid any hopeless discussions like those about whether personality traits 

causally affect behavior and how they eventually do that. 
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Perceptual states represent the world as being in a certain way. Although not completely uncontroversial, 

this is a common assumption underlying many contemporary discussions in philosophy of perception and 

philosophy of mind (Siegel, 2010). However, a standing difficulty in defending or criticizing this claim is that 

we currently lack a general theory of what makes certain states representational or how their content is 

determined. If such an account could be provided, theoretical debates on the representational nature and 

content of perceptual states would stand on a much firmer ground. 

Similarly, cognitive science is pervaded with representational talk (Eliasmith, 2000; Kandel et al., 2000). 

Among neuroscientists, for example, it is extremely common to claim that neuronal activity in a certain region 

of the brain represents particular features. Indeed, some people argue that an appeal to representations 

might indeed be inevitable in the explanation of behavior and off-line capacities (Sprevak, 2013). 

Nonetheless, we do not have yet a satisfactory theory explaining what distinguishes representations from 

non-representations. This account would help us very much understanding and justifying the scientific use 

of representational notions. 

The goal of this paper is to sketch such a theory. In particular, I will argue that a particular approach to 

mental content (SR-Teleosemantics) can explain why many states produced in the perceptual system are 

representations and might provide the resources for determining their representational content. As we will 

see, however, the application of these theories to perceptual states is not straightforward. In particular, two 

pressing questions need to be addressed: whether sender-receiver systems can be identified in the brain and 

whether the simple sender-receiver framework assumed by teleosemantics can model the complex 

structures found in perceptual systems. Showing how these challenges can be met will not only support 

representational theories of perception, but it will also help teleosemantic theories to move forward. 

Accordingly, the paper is structured in two main sections. First of all, I briefy outline the teleosemantic 

framework I rely on. Secondly, I show how it can be used to naturalize perceptual representation. To do that, 

I first address certain problems concerning the application of teleosemantic ideas to neural structures, and 

afterwards exemplify this model with some examples. Let mebriefly go over them. 

As I said, the teleosemantic framework relies on the biological notions of function and sender-receiver 

structure. On the one hand, they adopt an etiological theory of functions, according to which functions are 

selected effects 1 (Neander, 1991). More precisely, a trait's function is the effect that explains why past traits 
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of the same kind have been selected for by natural selection (Wright, 1973; Millikan, 1984). For instance, the 

function of kidneys is to filter wastes from blood because this is the effect that explains why kidneys were 

selected for. The second important notion is that of a sender-receiver structure. In short, a sender-receiver 

structure is constituted by two systems: a sender, which takes some input and produces a state, and the 

receiver, which takes this state as input and produces an effect as output. This sender receiver structure is 

widely used in game-theory and abstract models of signaling. 

The key move of teleosemantics is to add the notion of etiological function to the sender-receiver 

framework in order to provide a naturalistic account of representations in the biological world. In a nutshell, 

the idea is that a representational system is composed of two different kinds of mechanisms (sender and 

receiver), which are endowed with certain etiological functions. The function of the sender (or `producer 

system') is to produce a representation R when certain state of affairs obtains. The function of the receiver 

(or `consumer system') is to act in a certain way (e.g. produce some behavior) when representation R is 

produced. Crucially, representations are states that stand between a sender and the receiver that possess 

these functions (Millikan, 1984; Godfrey-Smith, 1996, 2006; Shea, 2007. Representational content is also 

determined by the function of producer and consumer systems. 

This teleosemantic framework has been mainly applied to certain areas of biology (e.g. animal 

communication) and psychology (e.g. concepts). However, in this essay I will concentrate on perceptual 

systems for three main reasons. First of all, there is a widespread intuition that perceptual representations 

are somehow basic, in the sense that many other representational capacities are grounded on perceptual 

states. To the extent that this claim is true, a naturalization of perceptual representations will have important 

consequences for many other projects. Secondly, in contrast to other cognitive capacities (e.g. Millikan, 

2000), few attempts have been made to naturalize this sort of content. Finally, as I will show, perceptual 

systems seem to satisfy many of the conditions established by teleosemantics. So if one is interested in a 

naturalistic theory of mental representation, that seems to be one of the best places to start with. 

Yet there are at least two preliminary problems with an application of this framework to perceptual states. 

First of all, are there sender-receiver structures in the brain? A quick look at current neuroscientiffic research 

suggests that sender-receiver structures are not missing but pervasive. Thus, a potential worry is that there 

might just be too many systems in the brain that could qualify as sender-receiver structures (Cao, 2012; 

Godfrey-Smith, 2013, p. 52). With respect to this worry, I concede there is a huge amount of sender-receiver 

structures in the brain, but I reply that there seems to be an equally large amount of neural representations. 

Furthermore, I argue that there are speciffic areas of neuroscience devoted to discover them. 

There is however a second and more pressing difficulty in applying the teleosemantic framework to 

perceptual systems. The simple sender-receiver model involves a single sender and a receiver, in which the 

former sends a signal 2 to the latter. Yet there at least three ways in which perceptual systems fail to fit this 

simplistic model. First, in many cases a single sender sends signals to multiple receivers and multiple senders 
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are linked to the same receiver. Secondly, one can easily find sender-receiver structures forming a sequence, 

in which the very same mechanism plays the role of receiver with respect to some mechanism downstream 

and the role of sender with respect to another upstream. Thirdly, connections often go in both directions. 

For instance, it is well known that many areas in early vision receive information from high-order visual areas 

(Goldstein, 2013, p.24). Prima facie, it is not obvious that these three structures can be accommodated by 

the unidirectional and simple model suggested by teleosemantics. As a response, I argue that recent 

developments in game-theory showthat these different structures can be modeled within the sender-

receiver framework (Skyrms, 2009, 2010, 2014). Finally, I illustrate my proposal with some examples from 

vision science.
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General Description 

This symposium proposal grows out of the ERC-funded project, A Process Ontology for Contemporary 

Biology, directed by John Dupré at the University of Exeter. This project explores the implications of the 

intuition that life is better understood in terms of an ontology of processes than in terms of the ontology of 

things, or material substances, that has predominated in most of Western metaphysics and philosophy of 
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science. The symposium will focus more specifically on processual approaches to the concept of an organism, 

and on the role of metabolism in defining the identity and boundaries of living systems. 

Reflection on the last hundred years of physics might naturally lead one to suppose that the ancient 

debate as to whether the world was ultimately composed of things or processes had been resolved in favour 

of the latter. Quantum physics seems to constitute a decisive rejection of the atomism at the root of 

traditional thing, or substance, ontologies. However for macroscopic entities, specifically those that are the 

subject matter of biology, the basic parameters for most subsequent thought were laid down by Aristotle, 

and the Aristotelian tradition is firmly on the side of things rather than processes. 

Organisms were for Aristotle the standard exemplars of what he called primary substances. A primary 

substance was a thing of a particular kind, for example a cat. Particular cats, such as Tabitha, are assumed to 

have sharp boundaries: everything is either part of Tabitha or not. Subsequent substance-based thought 

about the living world has seen substances as forming a hierarchy. Cats are composed of organs, organs are 

composed of cells, etc., and cats might themselves make up larger entities such as species. 

Against the tradition of substance thinking an important minority of philosophers have defended more 

processual views of reality. These include, arguably, such major figures as Leibniz and Hegel, but the definitive 

exposition of a processual metaphysics is in the work of Alfred North Whitehead, for example in his classic, 

Process and Reality. Nevertheless, in the metaphysics and philosophy of science this tradition has had very 

little impact in recent years. 

One common statement of the difference between a substance- and a process-centred metaphysics is 

that the former sees being as basic, and the latter prioritises becoming. For Aristotle substance was closely 

connected to essence: to be a cat was to possess the essence of catness, the property or properties that 

made that entity a cat. For a processualist, on the other hand, a cat is a pathway from zygote to kitten to 

mature animal to death. Any time slice of this sequence can only be properly understood as part of this longer 

process, and in terms of both its preceding history and its possible future trajectory. No property need be 

common to every stage of a cat life cycle; it is rather the relations between stages in its history that constitute 

it as a cat. 

For a substance theorist, what require explanation are the changes that occur to an entity, and the 

conditions under which an entity can remain the same thing through change. For a process theorist, on the 

contrary, the central questions concern rather how a combination of processes can maintain the appearance 

of stability and persistence in an entity that is fundamentally only a temporary eddy in a flux of change. 

I noted that Aristotelian substance metaphysics assumes that things have determinate boundaries. It is 

no doubt possible to modify this assumption and allow for some fuzziness about exactly where an entity 

begins and ends. But—and this is one of the central reasons for preferring to think of life in processual 

terms—it increasingly appears that the attempt to identify even fuzzy boundaries as objective features of the 

living world may be fundamentally misguided. The omnipresence of symbiosis begins to suggest that isolating 
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traditional organisms from the complex set of relations that are required for their persistence may be at best 

a pragmatic exercise for particular purposes. 90% of the cells in a human body, for example, are microbial 

symbionts, huge numbers of which are required for healthy functioning, and others of which have more or 

less cooperative relations with the whole system or important subsystems. And humans are probably as close 

as one could get to a traditional biological object with sharp boundaries. In general, it seems increasingly 

plausible that there is no unique way of distinguishing biological things from the multiple processes by which 

they are sustained, which supports the hypothesis that the ontology of biological things is less fundamental 

than that of living processes. 

The shift to a processual perspective has potentially profound implications for our understanding of life 

and the life sciences. One set of issues that seems much better suited to a processual understanding is 

development. The neo-preformationist view of development as a determinate sequence of events driven by 

the genome, an object with almost magical capacities to direct ontogeny has been widely rejected, at least 

by philosophers. The alternative epigenesist interpretation is best understood as fully processual, and 

requires a better understanding of the nature of processes with reliable dynamic trajectories. 

Process ontologists have also questioned the very basic dichotomy between structure and function that 

underlies much of the investigation of living systems. It is common to think of biological objects having 

particular structures that enable them to perform particular functions. But if these ‘objects’ are in fact 

constantly fluid and evolving processes, this perspective can be misleading. Structure and function are 

intertwined aspects of process. A good example of a phenomenon that invites such a view is plant 

development. The growing meristem of a plant is typically an opportunistic growth process capable of 

producing a variety of structures—leaves, flowers, roots—in response to the environment it encounters. 

Even the attempt to distinguish sharply between these traditional structures is often problematic. As a 

committed pluralist, I don’t want to assert dogmatically that the world is composed of processes not things. 

However, I am confident that a process ontology provides a generally more illuminating view of the living 

world, and certainly the same seems true of contemporary physics. At the very least the question whether 

things or processes provide a better framework for interpreting science is one that should be a central 

concern for everyone interested in the metaphysics of science. And perhaps it is a question that matters 

beyond just getting to the truth. As Whitehead wrote in Process and Reality: "There is urgency in coming to 

see the world as a web of interrelated processes of which we are integral parts, so that all of our choices and 

actions have consequences for the world around us." 

This symposium will focus specifically on the nature of the organism as process. An earlier paper by Dupré 

and Maureen O’Malley (“The Varieties of Living Things: Life at the Intersection of Linage and Metabolism”, 

Philosophy & Theory in Biology, 1, 2009) stressed the centrality of metabolism as encompassing the processes 

that connect the various entities that interact in sustaining living systems generally, and more specifically the 

entities traditionally considered as organisms. In his Introductory talk, Dupré will revisit the central idea of 
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that paper, interpreting it in a more explicitly processual way. (Had it been written today the word “things” 

in the title would have been replaced by “systems” or “processes”.) 

In the following presentations Spann will sketch a process philosophical account of the identity of 

organisms; Guttinger will explore the resources of a process-based account for identifying the boundaries 

between living entities: and Nicholson will conclude by contrasting the processual view of the organism with 

the currently popular mechanistic perspective. 

 

Abstracts 

1. Anne Sophie Meincke: Metabolic Identity: Approaches to the Particularity of Life from a Processual 

Perspective. 

Organisms are material beings just like waves or wardrobes. They consist of matter. Yet, they are different. 

Organisms are alive; they are living material beings as distinguished from non-living ones. 

What this difference amounts to, what it implies and physically requires, has been as extensively debated 

amongst philosophers as well as biologists. In particular, more recent attempts to overcome traditional 

Cartesian mind/body dualism have made organisms attract increasing philosophical interest. 

In this paper I will present a philosophical approach to the particularity of living material beings which 

focuses on the special kind of identity they exhibit. In this regard, metabolism will turn out to be crucial both 

by revealing the organism as to some extent independent from the matter that composes it, and at the same 

time by showing the organism’s diachronic identity to be irreducibly processual. Instead of the organism 

being a function of the changing matter, metabolism rather is a function of the organism, namely such that 

the organism never actually coincides with its material constitution at any particular point in time. An 

organism’s identity is maintained by that organism itself and is real only as the process of its maintenance. 

I shall discuss to what extent a processual notion of biological identity of the kind proposed might provide 

the resources for defending the view that organisms as living beings are indeed distinguished from waves or 

wardrobes while nevertheless being fundamentally material, and what this might tell us about the particular 

character of life in general. I will also briefly touch on related issues including emergence and top-down 

causality. 

 

2. Stephan Guttinger: A process-based understanding of biological boundaries. 

Metabolic activity is often seen as one of the defining features of living entities. However, as Dupré and 

O'Malley (2009) point out, metabolism is a collaborative activity, which makes the idea of autonomous 

metabolic units (and any definition of living entities based on it) difficult to defend. 

Their focus on the collaborative nature of metabolic processes leads Dupré and O'Malley to propose a 

definition of living entities as the intersection of lineage-forming entities that collaborate in metabolism. 

Under this definition viruses or even plasmids can be seen as living entities, at least for as long as they 
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intersect and collaborate with other lineage-forming (and metabolically active) systems. This account, 

however, threatens to undermine the boundaries we intuitively draw around living systems unless we 

simultaneously adjust our idea of what a boundary is. 

I will begin by discussing in more detail Dupré's and O'Malley's idea of metabolism as collaborative activity 

and the definition of living entities they base on it. I will show that their approach leads to counterintuitive 

examples of what counts as a living entity, considering for example the elaborate in vitro systems used in 

current research. The key issue for their account is not the idea of collaboration itself but the concept of a 

boundary it builds on. 

I will then argue that this problem can be overcome if we switch from a static to a more dynamic and 

process-based understanding of what a boundary is. To illustrate the benefits of such a switch, I will analyse 

the example of endosymbiont-to-organelle transformation in microorganisms, in particular the case of 

Paulinella Chromatophora. This processual understanding of a boundary will allow the collaborative view of 

living entities to deal with problematic and counter-intuitive examples. 

 

3. Daniel J. Nicholson: Reconceptualizing the Organism: From Complex Machine to Flowing Stream. 

Since Descartes, organisms have been conceptualized as ingenious pieces of machinery, different from 

artefacts only by their superior complexity. The machine metaphor has proven so heuristically useful that it 

is often simply taken for granted. However, it is becoming increasingly apparent that organisms differ from 

machines in fundamental ways, and that the machine metaphor is impeding rather than enabling further 

understanding of living systems. 

This paper examines an alternative metaphorical conception of organisms that attempts to capture their 

thermodynamic nature as open systems far from equilibrium. This conception, first proposed by Heraclitus, 

was advocated by Locke, Cuvier, Hegel, and several early twentieth-century organicists, like Bertalanffy, who 

dubbed it ‘the stream of life’. 

Heraclitus asserted that one cannot step into the same river twice because water is continuously flowing. 

Like the river, ever changing in its waves yet persisting in its flow, an organism only appears to be constant 

and invariable, but in reality it is the manifestation of an enduring current. Living beings are never truly in 

being as they are always becoming—they are the expression of an ongoing stream of matter and energy 

which passes through them and at the same time constitutes them. 

This paper explores the meta-theoretical consequences of the stream of life. For example, the traditional 

divide between anatomy and physiology was based on the mechanical assumption that structure and 

function are distinct properties that can be studied independently. Indeed, a mechanic can examine the 

structure of a machine at rest, or study its function while operating. However, organisms are not objects—

like machines—but manifestations of processes. What this implies is that considerations pertaining to 
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structure and function are actually epistemic abstractions of a processual reality. The paper considers this 

and other implications of the stream of life metaphor for biological ontology. 
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General Description 

In recent years, the philosophy of cognitive neuroscience has become a widely debated and in- creasingly 

important area of contemporary philosophy of science. A question that has attracted much attention is how 

we should understand the various kinds of level distinctions occurring in theories of neuroscientific 

explanation (Kaplan forthcoming; Egan 2014; Shagrir and Bechtel 2014). One famous example is the 3-level 

framework proposed by Marr (1982); this framework has recent- ly been re-introduced to explicate the 
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Bayesian computational approach to cognition (Chater et al. 2006; Griffiths et al. 2008; Tenenbaum et al. 

2006). Another and very different framework is the one identified by Churchland and Sejnowski (1992), who 

talk about levels of organization. Yet a third proposal, closer to the one put forward by Churchland and 

Sejnowski, has been advanced more recently by Craver (2007) who suggests that much research in cognitive 

neuroscience is about levels of mechanism. Further proposals about the role and nature of levels in the 

sciences have been dis- cussed, for instance, by Lycan (1987), Bechtel (1994) and Wimsatt (1994). 

The aim of this symposium is to explore the various level distinctions in cognitive neuroscience with a 

particular focus on computation and causality within mechanistic frameworks. A com-prehensive theory of 

the various levels taxonomies and a general clarification of the different senses in which the term “level” is 

used within these are essential for a comprehensive under- standing of the conceptual underpinnings of 

contemporary cognitive neuroscience. Furthermore, while computation and causation present somewhat 

different difficulties to the mechanistic framework, they are also linked through the question of whether 

computational properties un- derstood as higher-level properties are causally relevant to the cognitive task. 

More specifically, the symposium will tackle the following issues: 

(1) It is not clear whether the notions of level employed by cognitive scientists and philosophers in the 

different frameworks are compatible. For instance, it is questionable whether what Churchland and 

Sejnowski (1992) have described as “levels of organization” are identical to Craver’s (2007) levels of 

mechanism. Moreover, it is an open question how these level distinctions relate to levels of processing also 

described by Churchland and Sejnowski, as well as to the mereological and nomological level distinctions by 

Lycan, Bechtel, and Wimsatt. A general question concerning all of these frameworks targets the inferences 

rules on the ba- sis of which levels are distinguished in the first place. 

(2) Even within one framework, it is not always clear what the relations between the phenomena at 

different levels are. For instance, it is unclear whether computational levels as pro- posed by Marr can be 

described in terms of part-whole relations or in terms of mutual ma- nipulability. For one thing, it is dubious 

what a concrete manipulation of a computational function understood as an abstract mathematical entity 

could be. Moreover, it is an open question whether the inter-level relations occurring in computational 

explanations can be analyzed in terms of notions developed in traditional philosophy of mind, i.e. 

supervenience, realization, integration, and reduction (see e.g. Beckermann 1992; Esfeld 2005; Kim 1998; 

Marras 1993). Resolving this lack of clarity is crucial for making sense of the role of computational 

explanations and their relations to mechanistic explanations. 

(3) There is a puzzle about the role that causal relations play in inter-level explanations. The issue of 

causality is important because many well-established neuroscientific explanations of cognitive phenomena 

presuppose that higher-level phenomena can have distinct causal profiles. For instance, the behavior of a rat 

navigating through a Morris water maze can be causally explained in terms of higher-level phenomena, such 

as environmental cues. In certain contexts, such an explanation will be adequate without having to go down 
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to the mo- lecular level. However, this view is challenged by the consideration that higher-level entities are 

causally inert at least to the extent that they add nothing above and beyond the causal powers of lower-level 

entities. If that were the case, higher-level explanations would turn out to be meaningless, which would be 

a devastating result for almost all hierarchical level explanations. Recently, several philosophers have claimed 

that this so-called causal-exclusion problem can be avoided if causation is understood in terms of 

Woodward’s interventionist approach (Woodward 2003) or causal modeling approaches as developed by 

Pearl, Halpern and Hitchcock (Halpern and Pearl 2005; Hitchcock 2001, 2007; Pearl 2000). However, it is still 

an open question whether causal modeling approaches are indeed capable of dispelling causal exclusion 

worries (Baumgartner 2009; Hoffmann-Kolss 2014; Raatikainen 2010; Woodward 2008). 

It has been argued that there is a tension between the semantic characterization of neural computation and 

the causal account of computation. Just because the heuristic role of semantic entities in cognitive science is 

hard to deny (Bechtel 2014), it might be thought that that the causal account is descriptively inadequate for 

current scientific practice. However, the causal role of semantics and the causal account of neural 

computation are not mutually exclusive, and they both have important explanatory, descriptive, and heuristic 

roles. In par- ticular, semantic notions usually require rich interactions with the environment and appro- 

priate internal orchestration of the mechanism; purely computational modeling, on the other hand, is usually 

limited to the internal functioning of a mechanism, and there are complex inter-level and intra-level 

relationships between computational, semantic, and, more broadly speaking, causal posits in explanatory 

models in neuroscience. 

 

Abstracts 

1. Jens Harbecke: Level Distinctions and Methods for Constitutive Inference in Cognitive Neuroscience 

According to the mechanistic approach, explanation in neuroscience essentially requires the identi- fication 

of the mechanisms underlying a to-be-explained phenomenon (cf. Bechtel and Richardson 1993; Machamer 

et al. 2000; Craver 2002, 2007). In the debate about this general model, philoso- phers of neuroscience have 

often distinguished between what Machamer et al. (2000, 3) have called “being productive of regular 

changes” and what Bechtel and Abrahamsen (2005, 423) have characterized as being “responsible for one or 

more phenomena” from causing a phenomenon or event. The non-causal and synchronous relation between 

the phenomena and their mechanisms is now usually referred to as “constitution”, “composition”, or 

“constitutive relevance”. As mecha- nisms can sometimes become explanantia themselves in the sense that 

their occurrence is ex- plained by other lower-level mechanisms constituting them, the idea of a distinction 

of mechanistic levels has entered the picture. 
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2. Oron Shagrir: Computations, Mechanisms, and the Role of the Environment 

In Vision, Marr (1982) famously advances a three-level approach to the study of visual processes. The 

computational level specifies what is being computed and why. The algorithmic level characterizes the 

system of representations that is being used, and the algorithm for the transformation from input to output. 

The implementation level specifies how the representations and the algorithm are physically realized. Marr's 

conceptual framework has led to extensive debates within philosophy about the nature of the top 

computational-level theories, the relations between the three levels (including whether they should be kept 

distinct and whether we need them all), and about the di- rection of investigation (e.g., top-down, from the 

computational to the implementation, or bottom- up); see, e.g., Egan (1992, 1995), Polger (2004), Shapiro 

(1993, 1997). 

In this talk, Shagrir’s aim is to develop an account of the relations between the computational level and 

levels of mechanisms that takes seriously the role of the environment in Marr's notion of computational 

analysis. On this more "ecological approach" (Sterelny 1990; Shagrir 2010; Shagrir and Bechtel 2014) the 

computational analysis has two tasks. One is to characterize the mathematical function(s) that the cognitive 

system computes (Marr calls it the “what” aspect of the analysis). Thus in the case of edge-detection the 

early visual processes (roughly) compute the zero- crossing of second-derivatives of the retinal images. 

Another task is to relate the computed function with the physical environment, by showing that the 

computed function mirrors a pertinent relation in the visual field (Marr calls it the “why” aspect of the 

analysis). In the case of edge-detection the pertinent (mirrored) relation is sharp changes in the reflection 

function (occurring along physical edges such as object boundaries). 

More, specifically, the aim will be to examine the extent to which this ecological understand- ing of the 

computational level is applicable in computational cognitive neuroscience in general, in- cluding Bayesian 

models of cognition; initial results indicate that it is applicable (Shagrir 2012; Bechtel and Shagrir 2014). This 

hypothesis will be explored systematically by focusing on Bayesian models of cognition, especially those 

pertaining to inferences about hidden causes (e.g. Pearl 2000; Griffiths and Tenenbaum 2007a, 2007b). 

 

3. Vera Hoffmann-Kolss: Causal Relations in Mechanistic Explanations 

The mechanistic account of explanation presupposes that mechanisms can contain higher-level and even 

inter-level causal relations. In this context, causal relations are usually analyzed in terms of an interventionist 

account. Hoffmann-Kolss argues in her paper that applying interventionism to causal relations at different 

levels raises a hitherto unnoticed problem. 

Woodward’s interventionist account of causation (Woodward 2003), is currently considered one of the 

most promising approaches to describing causal relations occurring at different levels. However, one 

consequence of this approach is that there may be several causal explanations of the same phenomenon. 

Therefore, Woodward suggests that the interventionist account should be supplemented with the 
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proportionality constraint, according to which a causal explanation should provide as much relevant detail 

as necessary, but no irrelevant detail (Woodward 2008, 2010). If there are several causal explanations of the 

same phenomenon, the proportionality constraint should be used to decide which of them is most 

appropriate. 

The aim of this paper is to show that if complex causal structures come into play, the proportionality 

constraint is inapplicable in a number of cases, and is, hence, not generally applicable within the 

interventionist framework. It follows that causal relations at different levels raise more serious problems 

within the interventionist framework than is commonly assumed and that it is at least questionable whether 

the causal relations occurring in mechanistic explanations can be analyzed in interventionist terms. 

 

4. Marcin Miłkowski: The False Dichotomy between Causal Realization and Semantic Computation 

One of the important questions in philosophy of cognitive neuroscience is whether computations in cognitive 

neuroscience are best understood in terms of semantic relationships, as argued by Cantwell Smith (2002) 

and recently by Rescorla (2012a, 2012b, 2013), or causally, as defended by Chalmers (2011), Piccinini (2007) 

or Miłkowski (2013). It can hardly be denied that semantic relationships have an important role in 

neuroscientific research, and they obviously have had important heuristic value, for example in research on 

cognitive maps in rodents (Bechtel, 2014). This, however, need not mean that the notion of representation 

can be reduced to the one of computation. Purely computational characterizations of phenomena do not 

allow one to talk of causal interactions with the environment and satisfaction conditions of content, contra 

Rescorla, as there are clear counter- examples to his claims that the role of syntactic tokens such as '10' 

depends on the social interpretation of these tokens as decimal, binary, or hexadecimal. It would be 

premature, however, to conclude that satisfaction conditions are explanatorily irrelevant for computational 

explanations, contra (Hutto, 2013), as normally, computational syntax has systematic relationship to 

semantics. 

By looking at some recent work on cognitive maps (Pfeiffer & Foster, 2013), Miłkowski will argue that one 

need not deny an important causal role of semantic entities and still account for computation in causal, 

mechanistic terms. From the mechanistic perspective, the notion of computation can be characterized in 

terms of the organization of one level of the mechanism, which is then 'bottomed-out' in lower levels; but 

one of the most important reasons to posit computation in the first place is a hypothesis that a mechanism 

has representational capacities, which also requires one to think of interrelations between the contextual 

level of the mechanism and the isolated level. Just because our best representational explanations in 

cognitive neuroscience are at the same time computational and causal, the dichotomy between the semantic 

explanations and computational explanations turns out to be false. 
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Social Exclusion despite Methodological Criteria: On Biases in Scientific Quality Evaluation 

 

ANNA LEUSCHNER 

Karlsruhe Institute of Technology 
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Certain social groups are systematically excluded from the academic establishment. For example, there is a 

systematic exclusion of the contributions1 of women philosophers from academia which is not solely caused 

through stereotypical behavior but also through biases that work deeply inside the scientific practice, 

particularly in the processes of scientific quality evaluation (e.g., Haslanger 2008; Hutchison & Jenkins 2013). 

I’ll argue that such scientific exclusion is possible despite methodological criteria that are meant to come to 

an objective (i.e. purely epistemic) justification in the process of theory evaluation. 

As Kuhn (1977) pointed out methodological criteria, such as accuracy, external consistency, simplicity, 

breadth of scope, and fruitfulness are underdetermined, i.e. they must be interpreted and weighed in a given 

context. This is, as Kuhn emphasizes, epistemically beneficial as it produces theoretical diversity. 

Yet, for being epistemically beneficial in Kuhn’s sense the criteria must be applied by a socially heterogeneous 

scientific community. In a socially homogenous community it is likely that the range of interpretations is too 

narrow to sufficiently warrant diversity. This becomes clear in light of feminist philosophy of science, 

particularly in light of the work of Longino (1990, 2002): as non-epistemic preferences influence the 

judgments of scientists via background assumptions, social plurality in scientific communities is required to 

keep biases in check. Only critical discourse makes biases visible; but for doing so (1) venues for criticism, (2) 

uptake of criticism, (3) shared standards (i.e. methodological criteria) to evaluate criticism, and (4) tempered 

equality in the communities are required (Longino 1990: 76–81, 2002: 128–135). 

However, I’ll argue that through biased interpretation and weighing of methodological criteria prejudices 

that are related to gender, race, social background, etc. can be tacitly and unconsciously reproduced, even 

in communities that fulfill Longino’s four requirements. 

Roughly speaking, a simple theory, for instance, can be evaluated as a brilliant clarification of complex 

relations but can also be dismissed as a naïve simplification—depending on the submitter’s sex. A highly 

                                                           
1 Note that contributions in this sense include not only submissions to conferences and journals but also essays, 
comments, or questions from female students in classes, colloquia, etc. 
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accurate theory can be regarded as perfectly adequate or as not innovative. External consistency can be 

interpreted as a quality feature or as boring and unoriginal. 

Longino suggests adding three alternative methodological values to the traditional list: novelty, ontological 

heterogeneity, and complexity of interaction. These alternative values “(do or could) serve feminist cognitive 

goals” (Longino 2008: 72 & 77). However, there is no reason to assume that these values aren’t 

underdetermined. Hence, they are likewise open to interpretation and weighing in the context of their 

application. E.g., with respect to ontological heterogeneity a contribution can be evaluated as extraordinarily 

adequate or as too complex—a scientific non-finding. 

I’ll argue that biased quality evaluation can work in two ways. First, local disqualification means that a 

scientific community tends to interpret and weigh methodological criteria ad hoc, so that they serve to 

disqualify the contribution of a woman. Consider, e.g., that the representation of female authors in scientific 

journals increases dramatically when review procedures become anonymous (Hutchison & Jenkins 2013). 

Second, global disqualification means that the respective scientific community tends to interpret 

methodological criteria in a way that habitually disqualifies the contributions of women. While it might sound 

unlikely at first glance that the contributions of women differ methodologically from those of men, empirical 

research reveals that the work of female scientists bears specific methodological characteristics: “As a group, 

women, as relative newcomers to science, adopted—or were taught to adhere—to an extra-high measure 

of conformity to the formal norms of conducting research.” (Sonnert & Holton 1996: 152) Women are “using 

a greater degree of caution, carefulness, attention to detail, and perfectionism.” (Fehr 2011: 151) It is likely 

that this characteristically influences the technical, interpretative, conceptual, and stylistic choices that 

women make: choices within the construction of experiments, the selection of instruments, the 

interpretation of data and other evidence, the weighing of results, etc. 

In light of empirical studies, I’ll demonstrate how such biased methodological evaluation on both the local 

and global level leads to an exclusion of women from the philosophical establishment. 

Finally, I’ll emphasize that methodological criteria are epistemic values, i.e. they are important scientific 

tools to distinguish signal from noise. But it is important to raise awareness of biases that can—and currently 

do—influence their application. Because social biases in science are so deeply embedded in the practices of 

scientific quality evaluation, we have good reason to be afraid that well-intentioned commitments won’t 

suffice to substantially change the situation. I’ll thus conclude that often mechanical solutions (e.g., strict 

adherence to alphabetical order in co-authored publications, triple-anonymous review procedures, quotas, 

etc.) are required to break the circle of exclusion and a seeming justification of that very exclusion. 
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Ian Hacking’s Representing and Intervening (1983) has been seminal in the development of the philosophy 

of science for helping put experimentation firmly on the map. Hacking’s emphasis on experimentation 

culminates in his defence of entity realism. Entity realism is an unusual variety of scientific realism; the entity 

realist maintains we can know that postulated entities, like electrons, really exist, on the basis of their being 

routinely used by scientists as tools in the practice of science. 

David Resnik (1994, 407), who has provided one of the most thorough criticisms of entity realism, has 

argued that Hacking’s realism suffers from a serious shortcoming: manipulating electrons in experiments can 

yield belief – even true belief, Resnik adds- in the existence of electrons, but not justified true belief. 

In this presentation I reconstruct Hacking’s argument for realism. He has labelled this argument the 

‘experimental argument for realism’. My purpose is to demonstrate that the experimental argument for 

realism is a transcendental argument. In doing so, I will conclude that Hacking’s famous dictum "if you can 

spray electrons, then they are real" is a self-evident proposition. My purpose is to show that Resnik is wrong 

in his evaluation about entity realism and epistemic justification. 

Before proceeding on to the reconstruction of the experimental argument for realism, I must provide 

some background information on transcendental arguments. Transcendental arguments are a special kind of 

argument, which aim to show the legitimacy of certain partly non-empirical concepts like causation, the 

existence of other minds, and, in our case, the existence of unobservable entities postulated by science. By 

‘partly non-empirical’ I mean that concepts like the aforementioned are familiar through application in 

everyday experience, but their application is not rooted in experience alone. This signifies that the validity of 

a transcendental argument is the result not only of experience, but also of the very content of the 

propositions involved. The content of these propositions is assessed by reason (using philosophical analysis) 

or by the meaning of the concepts making up these propositions. It is due to the partly non-empirical 

character of a transcendental argument that the self-evidence of propositions enters the scene. 

Often, the general form of a transcendental argument is as follows: 

P 

P presupposes Q 

Q 

Therefore, if P then Q 
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You will notice that Hacking’s dictum about spraying electrons has the same form as the conclusion in the 

outline above. It is a conditional. 

Now let us move on to the reconstruction of Hacking’s argument. 

In a chapter entitled “Break” (Hacking 1983, 130-146), situated after the section on “Representing” and 

before the section on “Intervening”, Hacking narrates an anthropological myth. Our ancestors of time 

immemorial used to gather around the camp fire to tell jokes. In those evening gatherings the concept ‘real’ 

emerged as a way to compare the likeness of artifacts and ideas with what they were supposed to represent. 

Soon, people started to expand their styles of making likenesses, saying “if this real, then that real”. They 

even started talking about likenesses being “not real”. For Hacking, the concept ‘real’ is a partly non-empirical 

concept; it exists as a manifestation of the discursive and the representing activities of people. 

Of course, people’s representing styles can give rise to mere speculation, which might range from the 

heuristically fruitful to the entirely misguided. We must return to the world, Hacking asserts, for the 

assessment of our speculative endeavours. It is by the return to the world that theoretical schemata become 

science. For instance (Hacking 1983, 141, 145), Democritus’ atomism is perfectly sensible as a theoretical 

schema even if one disagrees with it, but it does not yield knowledge of how the world is; it is just speculation, 

albeit of the philosophical sort. To achieve knowledge we have to turn to experimentation. 

The whole part on “Intervening” is a long argument for the autonomy of a scientific style of representing, 

namely the deployment of experiment both to control postulation and to explore by observation and 

measurement (Hacking 2002a, 182). Now we are in the domain of a clearly scientific style of representing, a 

style which encompasses visiting and revisiting the world. The experimental style is one of six scientific 

representing styles (Hacking 2002b, 161). All six of them, and each one on its own, are “reason itself” (Hacking 

2002b, 176). They offer the background, i.e. spaces where intelligibility is possible, against which the spraying 

of electrons presupposes that they are real. 

During the deployment of the experimental argument for realism Hacking makes clear that he is not 

talking about possible psychological states of experimenters who might objectify any entity they might be 

using (Hacking 1983, 265). Also, Hacking understands scientific anti-realism as scepticism (1983, 23, 263, 

275). Transcendental arguments are usually deployed against sceptical positions on the knowability of a 

proposition. In this case, the sceptic doubts we can know if unobservable entities postulated by science exist. 

We can establish definitively that Hacking is deploying a transcendental argument when we consider that he 

argues for his own brand of verificationism. Barry Stroud, an influential critic of transcendental arguments, 

has argued persuasively that for such an argument to work we need to assume a verification principle (Stroud 

1968, 255-256). Hacking (2002b, 165; 2002c, 4) does exactly that, adding only the clarification that meanings 

change in time, along with the methods of verification -which are the scientific styles of representation. 
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So, according to Hacking, we can know that if we can spray electrons then they are real, on the basis of the 

practices of the scientific enterprise. 
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Measurement Theory from the Viewpoint of Practical Realism on the Example of the Periodic Table of 

Chemical Elements 
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Measurement as a procedure of assigning numbers to matter serves to order objects in the world into a 

system according to (magnitudes) of some attribute (Suppes and Zinnes), and thus to “reduce the problems 

of nature to the determination of quantities by operations with numbers” (Maxwell). The set of objects 

makes up, in terms of the attributes in question, an empirical relational system (ERS), and numbers, or more 

precisely – the arithmetic with a specific axiomatics – assigned to this set makes up a numerical relational 

system (NRS). David Hand distinguishes representational and pragmatic aspects of measurement. 

Representational approach of measurement first determines an ERS – observed attributes of objects and 

their relations – and then seeks to construct a NRS which preserves the structure of the ERS. The pragmatic 

approach of measurement chooses the objects to be measured on grounds external to the empirical system 

being represented without requiring that the variable defined represents a property in the real world. 

Using the periodic table of chemical elements as example and practical realism as philosophical 

framework, I will show that 1) the objects making up ERS are abstract objects, not real concrete objects in 

the world, 2) the material procedural basis of measurement is of fundamental importance for the possibility 

of systematisation, 3) a measurement system is made up not only of ERS and NRS, but also of the material 

basis and theoretical and metaphysical presuppositions about it and 4) therefore discerning representational 

from pragmatic measurement in physical sciences is not straightforward. 

The periodic system of chemical elements can be regarded as a measurement system: The contemporary 

shape of the periodic table orders chemical elements and assigns them numbers according to their atomic 

number Z, or the number of protons in their nuclei, engendering an integral scale with arithmetic summation 

as concatenation (compounds of elements) defined on it; and valence, or the number of electrons free for 

bonding with other elements, with closed integral scale and a more complicated arithmetic. The periodic law 

can be regarded as the ordering principle for chemical elements: chemical and physical properties vary 

periodically over to the atomic number of elements, that answers to Suppes’ and Zinnes’ contention that “to 

construct an instrument which will provide direct or at least quick measurement of some fundamental or 

derived scale it is generally necessary to utilize some established empirical law or theory involving the 

fundamental or derived scale in question,”. 
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However, the original ordering of elements on the basis of their atomic weights was much less 

straightforward and complicated by technical and conceptual difficulties in chemical research (Scerri, 

Bensaude-Vincent, Brooks). Firstly, discerning element as abstract notion from simple substance was 

fundamental for defining something to have a stable essence or properties, unlike the material simple 

substances that are often difficult or impossible to obtain and vary according to their external physical and 

chemical circumstances (e.g. in different compounds they have different properties, and also different from 

the pure substance). In order to have some entity that hypothetically stays the same over all those varying 

circumstances, element as abstract entity had to be postulated. Secondly, chemical reactions were the 

empirical, experimental basis for determining both atomic (at first equivalent) weights and valences of 

elements, that thereby depend on each other and require some additional hypothesis. Whereas hydrogen 

was used as the unit of mass, not all elements readily react with it, so oxygen as an intermediary element 

had to be used, thus engendering more uncertainties. If atomic weight were taken as the ultimate basis for 

ordering elements, their scale were rather inorderly, even though additional assumptions enabled 

determining approximate arithmetic similarities between chemically similar elements. However, x-ray 

bombing as the material method for determining the structure of atom, thus the number of protons in it, 

indeed provides an arithmetically elegant and unambiguous scale in contrast to chemical reactions. Thirdly, 

additional hypothesis, mentioned above, that enabled conceptualising the chemical reactions as 

measurement situations, were the atomic hypothesis about the essence of chemical elements and thus 

underlying the notion of atomic weight (in contrast to equivalent weight) and the further hypotheses of the 

number of particles in a unit of volume or mass, and of polyatomicity of simple substances, particularly of 

gases. The latter ones united in Avogadro hypothesis were an essential framework for interpreting reactions 

of gaseous substances – determining the ratios of atoms and thus atomic weights and valences. Underlying 

those are thus the metaphysical assumption of atomicity of matter and identity of elements across 

compounds. But also Mendeleev’s metaphysical assumption of individuality of elements – that each element 

has its unique physical properties not shared with any other elements, was an important background belief 

in constructing the table. Fourthly, according to atomic weights, elements did not yield neither a periodicity 

meaningful for chemical purposes, as the weights of several elements had to be “corrected” to save other 

chemically and physically important properties, nor a simple elegant arithmetic of assigned numbers, as the 

relations found were rough and statistical. Nonetheless, the idea of systemicity from elegant numerical 

relations guided the formation of the periodic law, the corrections and predictions. This drive toward 

simplicity, neglecting empirical discrepancies, witnesses of the pragmatism, in Hand’s sense, of the 

measuring system that the periodic law is. 
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The integration of indigenous and scientific knowledge is a widely discussed topic in ethnobiology that has 

not received sufficient attention in philosophy of science. I propose a model of knowledge integration and of 

integration limits that reflect the local stability of clustered properties. I argue that the limits of knowledge 

integration are best understood as creating normative and not metaphysical problems. Two knowledge 

systems that refer to different property clusters may be metaphysically integrated in a broader framework 

but this does not solve the normative question what type of knowledge should guide actions in local 

environments. 

 

1. A simple model of knowledge integration 

“Local knowledge” is a vague and rather controversial term. On the one hand, the very idea of locality is often 

used as a tool of relativization that contrasts “subjugated knowledges” (Foucault 1976, 7) with a dominant 

scientific discourse. On the other hand, anthropologists are also using the term “local knowledge” in efforts 

that aim at integration with modern science. The most prominent examples come from conservation biology 

and integration efforts in the development of sustainable conservation strategies (Berkes et al. 2000). 

In the following, I propose a simple model of knowledge integration that is based on stable clustering of 

properties. Although this model does not capture all shades of current integration debates, a substantial part 

of successful integration arguably reflects joint reference to property clusters. Consider a simple example 

such knowledge about jaguars in an indigenous and modern scientific context. Jaguars typically share a large 

number of (e.g. anatomical, behavioral, ecological, genetic, phylogenetic, physiological) properties and at 

least some them (e.g. overt morphological properties and certain types of behavior) will be familiar in both 

knowledge systems. Other properties may be known only in a modern scientific (e.g. genetic properties) or 

indigenous (e.g. hunting habits on a local Tapir population) context. More abstractly, we end up with a 

scenario along figure 1. A kind k has a number of properties P, Q, R, S, T, U, V. Some properties are known in 

both knowledge systems S1 and S2 while other only known in S1 or S2. 
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2. A simple model integration failures 

While the proposed model works surprisingly well in a many ethnobiological case studies, knowledge 

integration can fail for several reasons. In this section, I will present a model of integration failure that is 

based on the phenomenon of merely local stability. Property clusters are usually only stable to a certain 

degree (Slater 2014). For example, typical behavioral properties of jaguars can disappear in captivity while 

typical morphological or genetic properties could disappear through breeding. Probabilistic inferences such 

as (a) - (d) therefore presuppose normalized circumstances. The proposed model of knowledge integration 

fails if a property cluster is stable under normalized circumstances of S1 but fails to be stable under 

normalized circumstances of S2. 

There are at least two important classes of this merely local stability. First, local stability may reflect focus 

on a specific ecosystem. For example, Ludwig (forthcoming) discusses the case of mushroom taxa among the 

Tzeltal Maya that appear to refer to stable property clusters within the highlands of Chiapas (they grow 

during specific times at specific locations, are not edible, have similar size and appearance). However, this 

cluster is not stable in other ecosystems. Second, property clusters are often “hybrid” in the sense that they 

involve biological and cultural (e.g. aesthetic, economic, nutritional, medical, spiritual) properties. Insofar as 

the cultural properties vary across societies, different knowledge systems will also involve slightly different 

property clusters. While this variation does not make much of a difference in some contexts (S1 & S2 may 

both refer to jaguars, even if only S1 associates them with certain aesthetic properties), there are arguably 

many kinds that recognized as relevant kinds only because they have both biological and certain cultural 

properties. 

Both cases of merely local stability set limits to integration and leads to a more complex picture as 

represented in figure 2. 

Figure 1:  A kind k comes with a cluster of properties P-V that are partly recognized by knowledge system 
S1 (green), partly by S2 (pink), and partly by both knowledge systems (green-pink). (a) - (d) illustrate the 
inferential productivity of integrating S1 and S2 by not only allowing addition of probabilistic inferences such 
as (a) and (b) but enabling genuinely novel inferences such as (d) and (d). 
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3. From Metaphysics to Politics 

Despite cases of successful knowledge integration (figure 1), local knowledge systems arguably set limits to 

knowledge integration (figure 2) and involve at least partial ontological incommensurability: some entities in 

S1 have no place in S2 and vice versa. While ontological incommensurability may lead to metaphysical 

worries, one may respond by integrating different kinds in a broader ontology. Even if k* only appears in S1 

while k** appears in only in S2, we may endorse a permissive ontology that incorporates k, k*, and k**. Such 

an ontology will allow at least a weak form of integration of S1 and S2 in a broader framework. 

However, this solution does not solve the normative problems that motivate much of the postcolonial 

discourse about local knowledges. Debates about the integration of indigenous knowledge systems often 

focus on aspects that allow seamless integration with western science along figure 1. However, the limits of 

integration raise the question what knowledge should be action-guiding in the interaction of different 

knowledge systems. As Nasady (1998, 12) puts it in the context of conservation management efforts: As long 

as scientists focus on collecting and documenting local knowledge “as an intellectual product to be integrated 

with science, they will be helping to extend [networks that] cannot help but concentrate power in the hands 

of scientists and resource managers”. Integration that does not involve this kind of subjugation requires a 

look at the limits of integration and the action-guiding potential of non-integrated knowledge. 

  

Figure 2:  k is recognized in both knowledge systems as [P, Q, R, S, T] constitutes a relevant property 
cluster for S1 while [R, S, T, U, V] constitutes a relevant property cluster for S2. In contrast, k* and k** 
only appear in the ontology of S1 or S2 because only one knowledge system recognizes a relevant 
property cluster. 
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Philosophy of science offers a rich lineage of analysis concerning the nature of scientific explanation. In recent 

years, considerable attention has been directed toward the notion of mechanistic explanation, especially in 

the biological sciences (see, for example, Bechtel (2011), Bechtel and Abrahamsen (2005), Craver (2007), 

Fagan (2012), Glennan (1996, 2006), Machamer, Darden and Craver (2000) and Woodward (2013)). Much of 

this work aims to characterize mechanisms or determine how mechanisms need to be described in order to 

be explanatory. Some of it aims to make explicit contact with contemporary analyses of causation, especially 

those of Salmon (1984, 1998) or Woodward (2005). This paper examines another scientific context in which 

appeal to mechanisms is arguably as widespread and central as it is in biological contexts but which has 

received much less attention: explanatory patterns involving reaction mechanisms in organic chemistry. 

There are two fundamental aims: (1) to develop a characterization of mechanisms in chemistry as a 

comparison case for existing analyses of mechanism in the biological sciences, and (2) to use this comparison 

to highlight certain aspects of explanatory practice across the sciences. 

Drawing on recent work by Goodwin (2011, 2012), and in response to Ramsey (2008), the paper begins 

with a general characterization of reaction mechanisms and their role in explanations in organic chemistry. 

From this characterization, I will argue that mechanistic explanations in chemistry seem different in 

important respects from their counterparts in biology. While mechanistic explanations in both contexts often 

stress spatial relations, mechanistic explanations in chemistry typically focus on information often lacking in 

biological cases, specifically information concerning the rate of operation of (some, but only some) various 

processes that compose a given mechanism. In this regard they resemble the dynamical explanations some 

consider a serious challenge to existing accounts of mechanistic explanation in biology. They also are 

frequently embedded in a more general analysis of the energetics of reaction pathways. At the same time, 

mechanistic explanations in chemistry typically omit or suppress information included in biological 

mechanistic explanations and do not exhibit the centrality of part-whole relations that are a hallmark of 

mechanistic explanations in biology. 

The second step of the analysis turns more specifically to practice. I argue that the types of information 

included in chemical mechanisms, as well as the ways in which this information is represented in relation to 
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potential energy diagrams, serves to support the largely synthetic aims of organic chemistry. I will suggest 

that general differences in the aims of given scientific communities may influence what sort of description or 

information is required for a mechanism to judged explanatory. Finally, I will return to broad issues 

concerning scientific explanation, arguing that an account of explanation sufficiently oriented toward 

explanatory practice will be best suited to make sense of the sorts of differences we observe in comparing 

chemical and biological mechanisms taken to be explanatory by their respective communities. Such an 

account of explanation stresses the methodological role of explanatory discourse in ways I have discussed 

elsewhere and will summarize briefly to conclude. 
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Strong dispositionalist theories of laws as dispositional monism (Bird 2007) provide a promising approach for 

those who think that natural laws do not to supervene on matters of fact, but rest on some independent 

metaphysical basis. According to dispositional monism, fundamental physical properties have their identity 

by their being specific powers producing their manifestations by metaphysical necessity. Natural laws are 

true by virtue of those necessary relations between powers and their manifestations. 

The assumption that fundamental laws of physics are constituted by necessary links seems to be well 

adapted to experience. It provides an explanation of the fact that fundamental physical quantities produce 

their (primary) effects in some “irresistible” way, i. e. such that the effects cannot be influenced or be 

eliminated by other factors. The metrical properties of spacetime, for instance, produce their primary effect, 

the tidal forces, in a way that cannot be interfered with by any other forces. It is only the secondary, resulting 

effects that depend on the influences of other forces, for instance, how the tidal forces, in combination with 

other forces, produce the motion of a particle. But the contribution of any fundamental force within that 

combination is independent of the activities of the others. 

On the other hand, the explanation that dispositional monism offers for the irresistability of the primary 

effects of fundamental properties comes along with strong metaphysical baggage that makes it incompatible 

with the methodological practice of physics. If, for instance, metrical properties produced tidal forces by 

metaphysical necessity, then any other sorts of relations between the metric and the affine connection (e.g., 

independence of these structures, as it is realized in the Palatini-formalism of GR, cf. Palatini 1919) would be 

ruled out as presenting a metaphysically impossible world. Contrary to that verdict, those theoretical options 

would be treated by physicists as representing physical possibilities. Now, what counts as a physical 

possibility, according to some reasonable methodological practice, should not be taken to be a metaphysical 

impossibility. Otherwise, we would have to accept that even variants of one and the same theory – stipulating 

the relations between fundamental quantities in somewhat different ways – would represent ways the world 

could not be. Since such a metaphysical position would lead to a rather severe tension with the 

methodological practice of physics, I search for a more sparse metaphysics of laws. 

The metaphysically sparse dispositionalism I plea for is called methodological dispositionalism (MD). 

According to MD, to say that laws ascribe dispositions to physical systems is to describe how physical systems 

would behave in the absence of other fundamental forces (cf. Hüttemann 1999). This sort of dispositionalism 
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accounts for the methodological practice of physics to universally apply laws which describe the behavior 

systems would display in complete isolation from other influences. What a law describes (e. g. its content) 

turns out to be the stable contribution of a fundamental property to the behavior of systems having this 

property, where this contribution is assumed to be displayed in some “irresistible” manner, that is, 

independently of the contributions of any other factors. 

MD dispenses with dispositional entities, or powers, producing their effects with necessity by virtue of 

their essential nature. It joins with categoricalism by proposing that the identity of fundamental physical 

properties is given by their “categorical” characteristics (the categorical characteristics of the metric, e. g., 

are given by being a measure for the length of vectors of the tangential space at a point). The categorical 

characteristics of a property specify what property it is, while the dispositional characteristics specify, how 

the property is (contingently) related to other properties. The latter is what we call a (contingent) law of 

nature. 

There is an alleged apriori objection to categoricalism: the argument from Quidditism (cf. Bird 2007, 70f.). 

According to the argument, categoricalism entails an unacceptable consequence: there could be different 

properties in the actual world that have identical causal profiles. Since those profiles are presumably the only 

way how we can get knowledge about properties, categoricalism (because of its adherence to “quiddities”) 

would entail an absolute limit for our knowledge of properties. I will show that the argument is inconclusive: 

what we get by categoricalism are at most possible cases of familiar under-determination of theoretical 

entities (properties) by their empirical manifestations. 

Thus, there is no apriori objection to MD. But the question remains how to understand contingent 

dispositional characteristics of fundamental properties. Since the basic idea of MD has strong structural 

similarity to the DTA-approach (Armstrong 1983, 1997), I try to explain the peculiarities of MD by contrasting 

it to DTA: 

First, MD like DTA (cf. Armstrong 1997) holds that lawful relations are contingent causal relations. 

Since the fundamental laws of physics do not specify a time direction, the time- asymmetry needed 

for these causal relations must be determined by the contingent asymmetric time-structure of the 

actual world in which the laws occur – the time-asymmetric structure of the actual world being a typical 

property of general relativistic worlds (cf. Bartels & Wohlfarth 2014). 

MD specifies the nature of lawful causal relations as transfer of energy-momentum. Thus, lawful 

relations in our actual world are thus constituted by facts of energy-momentum transfer time- 

asymmetrically relating tokens of property types. 

Second, according to MD, and unlike DTA, lawful relations between properties are not necessitating 

relations according to MD. Instead, MD takes facts of irresistible production by fundamental properties 

to be primitive facts about our world. 
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Ruetsche (2011) argues that a problem of unitarily inequivalent representations arises in quan- tum theories 

with infinitely many degrees of freedom. When one attempts to “quantize” a classical theory, i.e. formulate 

a quantum theory for the same system the classical theory was meant to describe, one is not guaranteed 

that the resulting quantum theory is unique.1 For a classical theory with infinitely many degrees of freedom, 

e.g. a field theory or a statistical theory in the thermody- namic limit, there are many inequivalent theories 

which compete to be called its “quantization”. 

Work on the problem of unitarily inequivalent representations is done in the algebraic framework for 

quantum theories. One begins by representing physical observables as elements of an abstract C*-algebra, 

which captures the structure that all of the representations of the canonical commuta- tion or anti-

commutation relations have in common. One then looks for concrete representations of that algebra in the 

bounded operators on some Hilbert space. The problem of unitarily inequivalent representations forces us 

to make a choice in interpreting the algebraic formalism. Either one takes the algebraic formulation as basic, 

and becomes an Algebraic Imperialist, or else one privileges a particular Hilbert space representation as a 

Hilbert Space Conservative.2 

This paper investigates the algebraic formalism itself for the purpose of assessing these interpretive 

options. I will step back from the specific details of quantum theory, whose understanding is already so 

controversial, and shift to the simpler context of classical physics. As is already known,3 one can use the very 

same algebraic formalism previously mentioned to describe classical theories as well as quantum ones. Since 

the interpretation of classical physics is at the very least better understood and better agreed upon than that 

of quantum mechanics, this suggests that we can use classical field theory to probe our understanding of the 

abstract algebraic formalism. This paper uses an algebraic reformulation of classical field theory as a concrete 

                                                           
1 This assumes that a quantum theory is a concrete Hilbert space representation of canonical commutation or anti-
commutation relations. This assumption is not universally shared and I will discuss precisely how it is challenged. 
2 I take this terminology from Ruetsche (2011, Ch. 6), who adapts it from Arageorgis (1995). Algebraic Imperialism and 
Hilbert Space Conservatism are just two of the most prominent stances, but they do not exhaust all possible 
interpretive options. 
3 It has for some time now been accepted that abelian algebras may be used to represent the observables of a 
classical system (e.g. Summers & Werner 1987, 2441), but it was not until recently that such a formulation was made 
explicit (Brunetti et al. 2012). 
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case in order to investigate whether similar interpretive and foundational issues arise in the classical case as 

in the quantum case, and whether natural solutions are suggested in the classical case. 

In this sense, the present paper falls into a tradition in philosophy of physics of translating our previous 

theories into the language of our current theories for the purpose of assessing what precisely is novel about 

our new theories. For example, many use Newton-Cartan theory (geometrized Newtonian gravitation) as a 

way of translating classical Newtonian gravitation into a framework in which one can compare it with general 

relativity. Upon doing so, one finds that at least some of the things that have been said were distinctive 

features of general relativity turn out to be features of Newton-Cartan theory as well (see, e.g. Weatherall 

2011). The purpose of this paper is to make a similar point about the relationship between quantum field 

theory and classical field theory. While many have argued that the problem of unitarily inequivalent 

representations is a conceptual problem for quantum theories with infinitely many degrees of freedom, I will 

argue that the mathematical features that lead to this problem are not distinctive of quantum theories. 

Furthermore, I will argue that looking at the classical case helps us understand just what the problem is and 

how to go about looking for solutions. 

I will show that unitarily inequivalent representations arise in the algebraic formulation of classical field 

theories.4 More specifically, I will show that in classical theories, the GNS representations for any two distinct 

pure states are unitarily inequivalent. In a certain sense, the problem is even more pressing in the classical 

case. However, there is another sense in which it is not a problem at all in the classical case because its 

solution is obvious. I will argue that the presence of unitarily inequivalent representations makes the position 

of Hilbert Space Conservatism (as extended to classical field theories) untenable. Furthermore, I will show 

that the standard argument against Algebraic Imperialism fails in the classical context. To the extent that this 

moral concerning the algebraic formalism carries over from the classical case to the quantum case, one also 

ought not be a Hilbert Space Conservative about algebraic quantum theory. 
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The core posit of Boltzmannian statistical mechanics is that macro-states supervene on micro-states. This 

leads to a partitioning of the state space of a system into regions of macroscopically indistinguishable micro- 

states. These regions are called macro-regions. The largest of these macro-regions is commonly singled out 

as the system's equilibrium region. The two core questions about equilibrium of this paper are: 1) What 

justifies the association of equilibrium with the macro-state corresponding to the largest macro-region? 2) 

Under what conditions do systems approach equilibrium? 

We start with the first question and scrutinise three answers that have been given. The first is that 

equilibrium corresponds to the macro-state that is compatible with the largest number of micro-states (cf. 

Boltzmann 1877). This justificatory strategy faces a serious problem: the absence of a conceptual connection 

with the thermodynamic notion of equilibrium. There is simply no conceptual connection between this 

notion of equilibrium and the idea that the equilibrium macro-state is the one that is compatible with the 

largest number of micro-states. A second answer is to define equilibrium in terms of the Maxwell- Botzmann 

distribution. This is not a viable definition. The baker’s gas or the Kac-ring and, in general, systems with non-

negligible interactions will have equilibrium distributions that are different from the Maxwell-Boltzmann 

distribution (Gupta 2002). A third answer is that this notion of equilibrium can be justified by maximum 

entropy consideration along the following lines: we know from TD that, if left to itself, a system approaches 

equilibrium, and equilibrium is the maximum entropy state. Hence the Boltzmann entropy of a macro-state 

is maximal in equilibrium. Since the thermodynamic entropy is a monotonic function, the macro-state with 

the largest Boltzmann entropy is also the largest macro-state, which is the desired conclusion. This strategy 

also does not work. First, thermodynamics does not attribute an entropy to systems out of equilibrium at all. 

Second, even if this could be resolved, there would remain the question why the fact that the thermodynamic 

entropy reaches a maximum in equilibrium would imply that this also holds for the Boltzmann entropy. To 

justify this inference, the assumption would need to be made that the thermodynamic entropy reduces to 

the Boltzmann entropy. However, this is far from clear. A connection has been established only for ideal 

gases. For systems with interactions no such results are known (cf. Frigg and Werndl 2011b). 
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The failure of all these answers prompts the search for an alternative answer. This answer cannot be 

found by revising any of the received approaches, and so we propose a new definition of equilibrium. While 

previous approaches sought to define equilibrium in terms of micro-mechanical properties, our definition is 

modelled on the thermodynamic conception of equilibrium. Roughly, according to our new definition, 

equilibrium is the state in which almost all initial states spend most of their time in (in the long run). This new 

conception provides the spring-board for a general answer to our initial problem. We prove a mathematical 

theorem which establishes in full generality that the equilibrium macro-region is the largest macro-region (in 

a requisite sense). The theorem is completely general in that it makes no assumptions either about the 

system's dynamics or the nature of the interactions between the system's components. 

We then turn to the second question of the approach to equilibrium. In our account, this question is 

replaced by the question: under what circumstances does an equilibrium state exists? We first review 

common answers to this question. The currently most influential account in physics is the typicality account. 

It has been developed, among others, by Goldstein and Lebowitz (2004). The leading idea behind this account 

is that systems approach equilibrium because equilibrium micro-states are typical. It is our considered view 

this account is unsuccessful because it fails to take the system's dynamics into account. The canonical answer 

is given within the ergodic programme. The leading idea is that systems approach equilibrium if, and only if, 

they are ergodic. Even if the ergodicity account would apply to dilute gases (e.g. Frigg and Werndl 2011a), 

systems different from dilute gases can be expected not to be ergodic and hence this cannot be a general 

answer. Finally, there is a family of proposals that grounds the approach to equilibrium in different kinds of 

probabilistic dynamics. For instance, Boltzmann (1877) introduces the probability of a macro-state and 

postulates that this probability is proportional to its size. Since equilibrium is the largest state it is also the 

most likely state. Systems then evolve from less to more likely states, which explains the approach to 

equilibrium. These approaches are discussed in Frigg (2010) and found wanting both for technical and 

conceptual reasons. 

The failure of these answers prompts the search for a new answer. We point out that for an equilibrium 

to exist three factors need to cooperate: the choice of macro-variables, the dynamics of the system, and the 

choice of the effective state space. We then prove a theorem providing fully general necessary and sufficient 

conditions for the existence of an equilibrium state. This theorem appeals to von Neumann’s ergodic 

decomposition theorem, stating that every system can be broken down into ergodic components (which 

might be of measure zero). According to our theorem, an equilibrium state exists if, and only if, most of each 

ergodic component of the system is taken up by equilibrium states (except for components of measure 

epsilon). This theorem changes the way in which the problem of the approach to equilibrium should be 

discussed: rather than launching a search for one crucial factor (such as ergodicity or typicality), the focus 

should be on finding triplets of macro-variables, dynamical conditions, and effective state spaces that satisfy 

the conditions of the theorem. This gives the discussion of equilibrium a new direction. 
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In this paper we articulate a form of causal explanation that is modal, not ontic. We label this form of 

explanation causal-possibility explanation. By arguing for causal-possibility (C-P) explanations, we are going 

against the spirit (if not the letter) of the classic, long-received treatment of scientific explanation by Salmon. 

In challenging this received view, we suggest that not all modal explanations are non-causal. And not all 

causal explanations are ontic. To motivate this position, we offer examples of C-P explanations and show why 

they are both modal and causal. We then explore how C-P explanation squares with similar positions in the 

literature. 

And we conclude by discussing recent accounts of non-causal modal explanation and how they relate to 

our account. 

Salmon (1984, 1989, 1998) famously draws a tripartite distinction between kinds of explanation: modal, 

epistemic, and ontic.  On the modal conception, explanation proceeds by showing of some event that “[g]iven 

the particular set of initial conditions, and the laws of nature, the explanandum event had to occur” (1998, 

p. 53). On the epistemic conception, explanation is “an argument to the effect that the event to be explained 

was to be expected by virtue of the explanatory facts” (1998, p. 166). And on the ontic conception, the 

explanation of events consists in “fitting them into the patterns that exist in in the objective world” (1989, p 

121). To avoid certain well-known problems with explanatory relevance and the asymmetry of explanation, 

Salmon and others (e.g., especially Craver 2007) argue convincingly that our explanations should be ontic 

and, more specifically, good explanations should locate the explanandum event in “the causal nexus of the 

world”; good explanations, on the received view, should be ontic and causal. In this paper, we suggest that 

Salmon’s long-accepted tripartite distinction appears to leave out a class of explanations important to 

science: explanations which are both modal (not ontic) and causal. 

To begin to illustrate what we mean by C-P explanation, recall an example famously articulated by Hillary 

Putnam (1975) in which we are trying to explain why a one-inch square peg won’t fit into a circular hole of 

the same diameter. We might explain this by appeal to a detail-rich account of why the specific micro-physical 

properties of this particular peg impede its ability to pass through the molecular make-up of this particular 

hole. But the more explanatorily satisfying answer here, Putnam points out, might actually be one having to 
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do with the generic properties of squareness and roundness of the peg and hole as such. In giving such an 

explanation we can track the features of the system (e.g., the squareness of the peg and roundness of the 

hole) that make a causal difference to the behavior we’re interested in explaining. But an explanation 

appealing to the squareness of the peg and roundness of the hole does more than explain why this particular 

peg fails to fit through this particular hole. It supplies modal information: information that tells us something 

about why no square peg will fit through a round hole – even when they have the same diameters. An 

explanation appealing to the properties of roundness and squareness is thus both causal (providing 

information about causal relations in the world) and modal/non-ontic (providing information relevant to 

more than the explanandum event in the actual world). This, we suggest, makes it a C-P explanation. 

Causal-possibility explanations aren’t just the stuff of toy examples. We contend that C-P explanations are 

ubiquitous in the sciences. Physicists ascribe radioactive half-lives to molecules based on non-actual, highly-

probable possible future states of decay. Evolutionary biologists explain the fitness of a particular organism 

(or trait) in terms of possible ways its life might go. 

Ecologists make optimality ascriptions by appeal to other less optimal ways the population might have 

been distributed. In all of these cases, what’s doing the explaining isn’t just an appeal to the causal-history 

of the actual world. Neither is it a claim about what is necessary given some laws and preconditions. 

An important distinguishing feature of our view of C-P explanation is that they can exhibit a variable 

degree of causal information and modal information. One can therefore represent scientific explanations as 

occupying points in two-dimensional space with causal information on one axis and modal information on 

the other. In one corner of the space are purely causal-historical ontic explanations: explanations in which 

an explanandum event is explained by merely citing the most relevant parts of the specific causal-history 

leading up to it. In another corner of the space are purely modal explanations: explanations in which the 

modal information is doing all the explaining and no causal/historical information is doing any work (perhaps 

distinctively mathematical explanations are an example of these). One of our central points is this: Traditional 

views of scientific explanation focus only on the boundaries of the space, but we wish to draw attention to a 

whole range of explanations in between. 

Similar distinctions have been drawn by others. Jackson and Pettit (1990) distinguish process explanations 

from program explanations, Sterelny (1996) distinguishes actual-sequence explanations from robust-process 

explanations, and more recently, Skow (2013) defends a view of causal explanation he calls almost-necessity 

explanation. In each of these author’s accounts, they have pointed to (something) like C-P explanation. 

However, for reasons we shall articulate, none of them are quite satisfactory. Jackson and Pettit’s program 

explanations appeal to a notion of programming which we find overly intentional/teleological. Sterelny’s 

account of robust- process explanation under-emphasizes the graded notion of causal and modal information 

articulated above. And Skow’s notion of almost-necessity explanation occupies only one region of the two-

dimensional space we delineate. 
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Furthermore, we contend that our account of C-P explanation squares nicely with recent accounts of non-

causal explanation in the sciences. In particular, we argue that the explanations cited by proponents of non-

causal explanation (e.g., distinctively mathematical explanation, identity explanation, and symmetry 

explanation), are aptly situated on the farthest modal corner of our two-dimensional space. 
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The decision whether to have a realist or an instrumentalist attitude towards scientific hypotheses is 
interpreted in this paper as a choice that scientists themselves have to face, rather than as a philosophical 
problem. This decision will be justified by pragmatic reasons, and I shall discuss it with the help of two 
different conceptual tools: a deflationary semantics grounded in the inferentialist approach to linguistic 
practices developed by some authors (e.g., Sellars, Brandom), and an epistemic utility function that tries to 
represent the cognitive preferences of scientists. The first tool is applied to two different questions 
traditionally related to the problem of scientific realism: the non-miracle argument, and the continuity of 
reference. The second one is applied to the problem of unconceived alternatives, and to the distinction 
between realism and instrumentalism. 

 

1. Introduction 

The main thesis defended in this paper is that, if there is something deserving to be classified under to label 

of ‘the problem of scientific realism’, it is primarily a scientific problem, rather than a philosophical one. Note 

that I am not claiming that realism is not a philosophical problem, only that its status as a scientific problem 

is more basic, at least in the sense that the answers given to the scientific problem of realism will be much 

more relevant for the possibility of answering the related philosophical questions than viceversa. By a 

‘scientific problem’ I mean basically two things: First, I claim that realism is a (real) concern for scientists 

themselves, i.e, it is an important question for them to decide whether scientific theories, models, laws, etc., 

have to be interpreted in a realist or in a non---realist way; realism, hence, is taken here as a pragmatic 

attitude scientists may have or not have towards specific scientific claims; of course, not necessarily all 

scientists will have the same attitude towards the same theories, nor every single scientist will necessarily 

have the same attitude towards different theories. Second, the ways of answering those questions are part 

of what we typically call ‘scientific research’, so, they are just scientific questions like any other. Of course, 

nothing of this entails that the problem of realism has no interest from a philosophical point of view. 

By a ‘pragmatic attitude’ I also understand two different, but related things; First, though in the rest of 

the paper I will have to say something about semantics (e.g., about the notions of truth and reference), I will 

use an approach to the philosophy of language (in particular, that of Robert Brandom, 1994) which considers 

that  pragmatics is more fundamental than semantics, i.e., that the explanation of semantic distinctions and 

concepts has to do, in the end, with what speakers want to do with language; the semantics I am going to 

use is, in this sense, a ‘deflationary’ one, more concentrated in some pragmatic aspects of language than 

with the presumption that semantics can give us a deep answer to the ‘problem of the connection between 
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language –or mind– and (external) reality’. Second, I will try to illuminate some of scientists’ decisions about 

how to interpret a scientific claim, and it is important not lose sight of the fact that they are decisions, whose 

rationality will not only depend on the scientists’ beliefs, but also on their interests, values, or preferences. In 

particular, I will defend the use of ‘rational choice’ models to illuminate some of those types of decisions. 

 

2. A semantic deflationist view of scientific realism. 

2.1 Semantic deflationism. 

A theory about semantics is deflationist if it claims that semantic notions can be sufficiently explained without 

committing ourselves to some or other position about metaphysical problems. One famous deflationary 

theory in semantics is Paul Horwich’s minimalist theory of truth, which is based on the trivial (Aristotelian, 

Traskian) point that proposition ‘p’ is true iff p, but adds that this is all that is needed to explain the role of 

the truth predicate.1Another interesting deflationary approach is Robert Brandom’s expressivism, which 

explains the role of semantic terms like ‘true’ or ‘refers’ by the expressive capacity they give to those 

languages possessing them, i.e., by the things we can say thanks to those expressions and that we could not 

say without them (e.g., “all logical consequences of true axioms are true”)2. 

 

2.2 What are we explaining when we explain the success of science? 

In the last decades, the most popular philosophical defence of scientific realism has been what is known as 

the ‘no miracle argument’ (NMA)3. Though there is a range of different interpretations of NMA4, it typically 

asserts that scientific realism is ‘the best explanation’ (or perhaps, the only reasonable one) of the ‘success 

of science’, or more particularly, of the empirical success of modern scientific theories. I admit that the 

argument is intuitively compelling, and my own discussion will probably not contradict it strictly speaking, 

but I will try to show that, when considered from the point of view of a deflationary semantics, NMA 

transforms itself in something close to a trivial scientific claim. 

Let’s start by considering what is that NMA tries to be an explanation for. In the most compelling cases, 

what it tries to explain is not the ‘general success’ of modern science (i.e., how it is that we have managed to 

develop a so successful science), but, more specifically, the tremendous empirical success of some theories, 

especially in the natural sciences, more particularly in physics. Defenders of NMA claim that it would be 

almost impossible that those theories made so many and so good predictions if they were not true, or at 

least, very approximately true. But, what are we exactly explaining when we explain ‘the empirical success 

of a theory’? What kind of fact is our explanandum? 

                                                           
1 Horwich (1990). 
2 Brandom (1994), ch. 5. 
3 Putnam (1981). 
4 See, e.g., Psillos (1999, ch. 10), Worrall (2007), and Frost-Arnold (2010). 
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Let T be the theory whose empirical success we want to explain, and let E be the proposition (or 

conjunction of propositions) about the world that constitute the empirical evidence on which T is assessed. 

For simplicity, let’s suppose that T explains E perfectly, i.e., that T logically entails E, and that actually E has 

been derived from T before the truth of E has been established, so T not only explains E but predicted it5. The 

fact that T is ‘predictively successful’ seems to consist in the conjunction of the following propositions (each 

of them logically independent of the others): 

(1) T entails E 

(2) E was deduced from T before knowing whether E is true 

(3) E is true 

Hence, in order to explain the ‘success’ of T, we shall have to offer an explanation of these three facts. 

However, (1) is just a ‘logical fact’: there is no difference between ‘explaining why’ T entails E and just proving 

that T entails E; there is nothing like a ‘substantive’ explanation in explaining (1), i.e., an explanation that has 

to do with how the world is, or anything we can conceive as related to ‘the problem of scientific realism’. 

Regarding (2), it can be decomposed into two different claims: 

(2.a) E has been deduced from T 

(2.b) That deduction was made before knowing whether E was true. 

As in the case of (1), the fact (2.a) seems to have little to do with a substantive explanation in the sense 

necessary for assessing the NMA; at most, it is a psychological or historical fact about the specific people who 

carried out the deduction of E from T, and about the evolution of the mathematical or logical technics that 

allowed to perform it. The explanation of (2.b) (i.e., the explanation of why the fact referred to in (2.a) took 

place in a certain moment instead of another) seems also not to have anything to do with whether T or E are 

true: take into account that to explain (2.b) is just to explain why E was deduced from T at moment t, and 

possible answers to that question would be things like “because T had been invented before t, and E had not 

been tested before t”, or something like that. Hence, the possible explanations of (2.b) will refer to when 

some propositions and their truth became ‘available’ to the scientists, and so, something like ‘the truth of T’ 

(which is the explanans favorited by NMA) seems to play no role at all in the explanation of (2.b). At most, 

the fact (2), including its two components, would demand an explanation that belongs to the history of 

science, not to philosophy. 

Lastly, we have the fact (3), i.e., the fact that E is true. What would be an explanation of that? Here is 

where our semantic deflationism reminds us that ‘the fact that E is true’ is just another way of expressing 

exactly the same fact that proposition ‘E’ expresses. Explaining (3) is just the same thing as explaining E. But 

                                                           
5 Of course, there can be lots of discussions about what is to be a ‘good explanation’ and its connection to 
predicttions, but they will distract us from the specific point I want to make, so I shall use in my argument the most 
naïve version of the nomologico-deductive schema of scientific explanation and prediction. 
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for explaining E we don’t need any philosophical theory; what we need (and scientists pursue) is a scientific 

theory like T, one of whose goals is, obviously, to explain E (i.e., to explain fact nr. 3). 

We find out something similar when we reflect on the usual way realists express, not the explanandum of 

NMA, but its purported explanas: it is, they say, the truth of T, or the fact that T is true (or approximately so), 

what ‘explains’ its empirical or predictive success. But from our deflationary semantics, there is no difference 

at all between ‘the fact that T is true’ and those facts about the world that we express in affirming T itself. 

Hence, ‘that T is true’ is just a different way of saying that T (when T is not taken as the name of the theory, 

but as the conjunction of its axioms, principles or hypotheses). Hence, by saying that ‘the truth of T explains 

its empirical success’, or that ‘the fact that T is true explains why T is empirically successful’, we are just 

expressing in a slightly more complicated way what we can express just by saying that T explains E, for ‘T’ 

asserts exactly the same as ‘the fact that T is true’, and ‘E’ asserts basically the same as ‘the empirical 

predictions or T are true’ (if, as it is assumed in the argument, they are). In a nutshell: explaining the empirical 

success of a scientific theory is just what the theory itself does, if it is empirically successful. 

I want to insist in that I am not claiming that there is nothing like ‘explaining the empirical success of a 

theory’. What I am saying is that, when we analyse what that ‘explaining’ can consist in, we find that it is just 

the same thing as what the theory does with the empirical data it explains, if it is empirically successful. 

Hence, in order to assess whether ‘the truth of T’ is a good explanation of ‘the empirical success of T’, the 

only thing we could do is to see whether T is a good, or appropriate, or acceptable explanation of E. But this 

is a scientific problem, i.e., a problem for scientists to solve, not a ‘philosophical’ one6. I am also not denying 

that there is something important to the intuition that ‘it is very unlikely that T is not (at least approximately) 

true, given how empirically successful it is’, nor to the idea that (novel) predictions are a better reason to 

accept the truth of the theory than (ex post) accomodations of already known facts; I will say something else 

about this in the section 3. But my point is that these intuitions are better understood as something 

pertaining to the process of scientific research per se, rather than to some philosophical analysis. 

 

2.3 The continuity of reference. 

Another common topic in the realism debate is that about the existence of ‘theoretical entities’, and in 

particular, the ‘continuity’ or ‘discontinuity’ of the reference of theoretical terms as theories change and are 

replaced by others. Typically, anti---realists have tried to show that many, if not most theoretical entities 

hypothesised by overcome scientific theories did not exist, even if they were necessary to generate those 

theories’ successful empirical predictions7. A common line of defence of realist philosophers has been to 

indicate that, even if past theories have been refuted and their theoretical terms have been shown to be 

                                                           
6 Of course, philosophers can discuss about what an explanation consists in, what is its relation to prediction, etc., 
etc. But this is (at best) an additional clarification of the work of scientists, whereas ‘explaining the success of T’ is, 
if my analysis is right, exactly that work, not a clarification of it. 
7 This is the famous Laudan’s ‘pessimistic meta-induction’; cf. Laudan (1981). 
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non---denoting, or their meanings have considerably changed, there is nonetheless a strong continuity 

between successive theories8.What is understood by this continuity is that something important is 

‘preserved’ in the process of passing from one theory to another. 

Structural realists affirm that what is preserved is ‘structure’: things like equations, symmetries, or any 

other type of abstract forms. Entity realists, on the other hand, affirm that besides the conservation of some 

structural features, also the reference or the denotations of some theoretical terms are often preserved to 

some extent. 

Moreover, it may be argued that many ‘overtaken’ scientific concepts can be reinterpreted as more or 

less erroneous (and hence, more or less right) descriptions of entities that we take as really existing9. For 

exam-ple, phlogiston has been interpreted as a kind of rudimentary account of electrons, and the caloric fluid 

has been taken as a naïve description of molecular heat. I will not enter here into historical discussions, but 

will try to approach the problem in a purely abstract way from the point of view of our semantic minimalism. 

This suggests that, instead of considering the question of whether theoretical terms ‘really’ refer or not, we 

should consider first of all what is what the speakers (in this case, scientists) want to express by choosing one 

way of speaking or another about those theoretical entities. 

Imagine the following simplified, ‘Sesame Street’ situation. We have two scientists, Ernie and Bert, that 

employ several predicates P, R and S, with which they can make different assertions. Let ‘Ci(X)’ stand for 

‘scientist i claims that X’ (for the sake of simplicity, I will not make any difference between ‘claiming’, 

‘knowing’ or ‘believing’), and let ‘#xFx’ stand for the definite description ‘the x such that Fx’. Suppose that 

Ernie and Bert assert the following: 

(4) Ce( ∃x(Px & Rx & ¬Sx)) 

(5) Cb( ∃x(Px & ¬Rx & Sx)) 

That is, Ernie affirms that there is something that has properties P and R, but not S, whereas Bert affirms that 

there is something that has properties P and S, but not R. The interesting question is, of course, whether 

those ‘things’ (the x’s) are ‘the same’ or not. From Ernie’s point of view there are two possibilities: 

(6) Ce( ∃x(Px & Rx & ¬Sx) & Cb( ∃y(Py & ¬Ry & Sy)) & 

& #xCe(Px & Rx & ¬Sx) = #yCb(Py & ¬Ry & Sy)) 

(7) Ce( ∃x(Px & Rx & ¬Sx) & Cb( ∃y(Py & ¬Ry & Sy)) 

& #xCe(Px & Rx & ¬Sx) ≠ #y Cb(Py & ¬Ry & Sy)) 

Both (6) and (7) coincide in affirming that Ernie believes the same as in (4), and furthermore, that he believes 

what (5) affirms about Bert. The difference between them is that, according to (6), Ernie thinks that the entity 

                                                           
8 See, e.g., Psillos (1999, ch. 12) for a general discussion, and also Worrall (1989), Ladyman (2007), Bueno (2008) 
and Bartels (2010) for some different versions of the argument. 
9 And viceversa; cf. Chang (2012). 
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of which Bert believes what is expressed in (5) is the same entity of which Ernie believes what is expressed 

in (4), whereas, of course, in the case of (7) Ernie thinks that these are two different entities10. 

One simpler way of expressing the same as in (6) would be11 

(8) Ce( ∃x(Px & Rx & ¬Sx) & Cb(Px & ¬Rx & Sx)) 

That is, Ernie thinks that there is something with has properties P, R, and not S, and of which Bert believes 

that has properties P and S, but not R. However, (7) does not admit such a simplification, but at most the 

following one 

(9) Ce( ∃x(Px & Rx & ¬Sx) & Cb(∃y(Py & ¬Ry & Sy)) & x ≠ #y Cb(Py & ¬Ry & Sy)) 

Let’s apply these schemata to some examples. If P, R and S stand for ‘is the minimal unit of a chemical 

element’, ‘is decomposable into smaller particles’, and ‘is perfectly spheric’, a proposition like (8) and (9) 

would assert that Ernie (say, a contemporary scientist) believes that there are minimal units of chemical 

elements, that these units are decomposable into smaller particles, but that they are not perfectly spherical, 

whereas Ernie knows that Bert (say, a mid 19th-century chemist) thinks that there are indeed minimal units 

of chemical elements, but that they are perfectly spherical though not decomposable into smaller units. The 

difference between (8) and (9) would be that, in the case of (8), Ernie thinks that the entities accepted by 

Bert are the same entities accepted by Ernie, whereas in (9), of course, Ernie thinks that the entities Bert 

accepts are not the entities accepted by Ernie. 

Probably, most contemporary scientists would opt for an interpretation like that suggested by (8): the 

atoms those 19th chemists that embraced atomism talked about are the atoms ‘we’ (contemporary scientists) 

talk about, though those chemists attributed to these atoms some different properties from those we 

attribute to them. 

Let’s consider a different example, in which P stands for ‘is an infectious agent causing Bovine Spongiform 

Encephalopathy (BSE)’, R stands for ‘is a virus’, and S stands for ‘is a prion’. In this case, according to (8) and 

(9), Ernie would think that what causes BSE is a virus, not a prion, whereas he knows that Bert thinks that 

what causes BSE is a prion, not a virus. Additionally, (8) asserts that Ernie thinks that the entities Bert takes 

as causing BSE are the same ones that Ernie takes as causing BSE, whereas according to (9), Ernie thinks they 

are not the same entities. In this case, it seems more natural to interpret the disagreement between Ernie 

and Bert through a proposition like (9): Ernie thinks that the prions imagined by Bert just do not exist, for, of 

course, prions cannot be ‘identical’ to viruses. 

But, what is the real difference between both cases? It cannot be a formal, structural difference, because 

our two examples are totally analogous from a formal point of view. However, it seems that it is not also a 

difference having to do with the ‘causal capacities’ of the entities or systems under study, or with our capacity 

                                                           
10 See again Brandom (1994), ch. 5, for an analysis of the pragmatics of referential terms. 
11 Technically, (6) logically follows from (8), but not viceversa, but this is because of some technical reasons about 
doxastic logic that are not relevant for my argument. 
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of ‘manipulating’ those entities or systems: after all, it can be the case that there is a mechanical procedure 

to ‘isolate’ in a flask the infectious agents of BSE, and Ernie and Bert may agree that the flask contains such 

entities… only that each of them thinks that the entities the other believes that are contained in the flask do 

not really exist (e.g., there is not ‘a BSE virus’). 

I think there is simply no way to solve the dilemma of choosing between (8) or (9) by applying a logical or 

philosophical theory of ‘reference’. This, after all, is just a consequence of the ‘ontological relativity’ and 

‘inscrutability of reference’ suggested by Quine, which is particularly conspicuous in the type of second-order 

intensional contexts we are examining (what one thinks about what other people think). But the fact is that 

real scientists do choose something like (8) in some cases and something like (9) in some other cases, and 

often in a pretty spontaneous way, without feeling  the need of having a philosophical theory to guide their 

choice. My suggestion is that the decision about how much historically continuous is the reference of 

scientific terms in a particular context depends more on pragmatic reasons than on semantic ones. The belief 

of ‘being talking about the same’ is obviously necessary in any process of research, including conversation 

and con-troversy: if you and I are going to rationally debate about something, I will have to assume that some 

of the entities you are talking about are entities I am talking about (e.g., we both accept we are talking about 

the same flask). Scientific consensus will tend to enlarge the set of ‘shared’ entities, both as a consequence 

of the working of other consensus forming strategies, and as an efficient strategy in itself to promote 

intersubjective discussion: in cases where there are strong controversies, it is wise to make a previous effort 

to determine ‘what are we talking about’. But these strategies will work differently in different contexts, and 

they will also manifest a certain degree of hysteresis: once certain criteria or methods of ‘identifying’ entities 

have been established within a field, their application will lead to accepting some entities that might have 

not been accepted if different methods had been established. But, on the other hand, competition may in 

some cases lead some researchers to emphasize the differences between their models and theories and 

those of their rivals more than the similarities. All these reasons explain why we may have cases like Ernie’s 

and Bert’s, where they end accepting (8) in one case and (9) in the other case, in spite of there being no 

substantial difference, neither from a formal nor from a causal point of view between both cases. This does 

not mean that ‘ontological continuity’ is not an important issue in the history of science. It only means that 

it is a problem that we must not think we can solve thanks to a philosophical theory, or at least, thanks to an 

aprioristic metaphysics, semantics or epistemology. The most similar thing to a ‘philosophical’ explanation of 

why certain continuities are accepted in the history of science and why others are not, will probably be 

something like an applied theory in philosophical pragmatics. 
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3. Realism and the aims of scientists. 
3.1 The scientist’s utility function. 

The main thesis I want to explore in the last part of this paper is that having a realist or an instrumentalist 

attitude towards a particular scientific theory, model, hypothesis, etc., is a problem that flesh and bone 

scientists face. To understand how scientists may decide to do one thing or the other, we need to have some 

insight about their preferences, or, as economists and rational choice theorists say, about their ‘utility 

functions’. A big part of the philosophical discussion about ‘the aims of science’ has been carried out under 

the presupposition that philosophers may have the clearest ideas about what these aims or goals should be 

(after all, have not been ‘knowledge’, ‘truth’, etc., the topics of philosophical investigation for centuries?), 

and then perhaps some ‘recommendations’ about appropriate methodological practices could be derived 

from those philosophical theories, to be given to ‘mortal’ scientists as a kind of heavenly gift, if they want 

their practices to be really conductive to the appropriate epistemic goals. My point of view will be rather 

different: I will take for granted that scientists are society’s best experts in knowledge (latin: scientia), as 

cyclists are the best experts in cycling, or fishermen in fishing, and I will try to develop a simplified model 

with which we may try to understand why scientists do what they do in their pursuit of knowledge, in an 

analogous way as to economists produce simplified models that try to understand why economic agents do 

what they do, and what consequences follow from that. The philosopher, hence, should not be more (nor 

less) patronising about the epistemic value of what scientists do as economists are about the valuations of 

goods and services done by consumers, entrepreneurs, voters or politicians: in epistemology, as in 

economics, our motto should be that de (epistemicibus) gustibus non est disputandum. Hence, the ‘utility 

functions’ I am going to present are not intended to stand for some aprioristic idea about, say, how epistemic 

evaluations should be, but just as a hypothetical, empirical reconstruction of the real preferences scientists 

have on epistemic matters. Of course, my models will be utterly simplistic (like, by the way, most economic 

models are), but I hope that even under the limits of their simplicity they can be useful enough to illuminate 

some interesting aspects of science. 

I have argued elsewhere12that the behaviour of scientists can be explained to a high extent by assuming 

they have a utility function with two main components, a ‘social’ one and an ‘epistemic’ one. The social 

element would consist in recognition, which basically depends on how important your contributions are 

judged by other scientists13. The epistemic element, on the other hand, would consist in some function 

allowing a researcher to judge how good is a particular scientific claim on the light of the available evidence. 

Many such functions have been proposed in the literature, but I have defended that a notion I called 

                                                           
12 See, e.g., Zamora Bonilla (2002). 
13 The social part of the utility function may also have some other components -power, income, social 
benevolence…-, but these don’t seem to be very relevant in the types of cognitive contexts that are usually 
interesting from the point of view of philosophy of science, and, what is more important, many of them usually 
depend in a direct way on the recognition level attained by a scientist. 
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‘empirical verisimilitude’ has bigger explanatory power, i.e., seems to explain more common patterns of 

theory evaluation than others. Before entering into details, it is important to notice that the two main 

elements of the utility function are not so disparate as it may seem, for, after all, ‘recognition’ is essentially 

‘recognition for’, i.e., for making ‘important’ contributions, and how good and important a contribution is 

viewed by your colleagues will depend in the end on how they evaluate it according to the epistemic 

component of their utility function. 

The social element of a researcher’s preferences will play almost no role in the rest of my argument 

(besides what I said at the end of the previous section in connection to scientific competition), so I will 

concentrate on the epistemic part14. My suggested definition of the concept of empirical verisimilitude of a 

hypothesis H on the light of evidence E consists in the combination of a high degree of coherence or similarity 

between H and E, and a high degree of coherence or similarity between E and the whole truth (W). This 

notion of coherence between two propositions X and Y is modelled as p(X&Y)/p(XvY),15 where p is assumed 

to be a typical subjective (prior) probability function, which can be different for different scientists. Hence, 

(10) Vs(H,E) = [p(H&E)/p(HvE)] [p(E&W)/p(EvW)] 

= [p(H&E)/p(HvE)] [p(W)/p(E)] (since E is assumed to be true) 

= [p(H&E)/p(HvE)p(E)] [p(W)] 

∞p(H,E)/p(HvE) (since p(W) is a constant)16 

In the particular case when H correctly explains or predicts E (i.e., if H entails E), this leads to: 

(11) Vs(H,E) = p(H,E)/p(E) 

= p(H)/p(E)2 

However, in the case when H is fully confirmed by the evidence E (i.e., if E entails H), its value is: 

(12) Vs(H,E) = [p(E)/p(H)p(E)] 

= 1/p(H) 

In the case when the empirical evidence contradicts the theory (and hence Vs(H,E) = 0), there are however 

some ways of using Vs to represent the epistemic preferences of scientists. For example, the epistemic value 

                                                           
14 As I have argued elsewhere (Zamora Bonilla, 2002a), pursuit of recognition within a research community 
demands that its members agree on some stable norms about how to assess the epistemic valuation of their 
claims, and hence, scientists have an incentive to minimally agree on these norms before they know what 
particular problems and solutions will be studied or proposed by each one, establishing the most general rules for 
epistemic evaluation “under a veil of ignorance”, so to say. This justify to consider the epistemic part of their utility 
function as being more explanatory of their agreed epistemic norms than the pursuit of recognition. The latter will 
enter into the explantion of scientific norms not by helping to define ‘the scale of epistemic quality’ (so to say), 
but the point of the scale that will be used as the threshold separating acceptable claims from unacceptable ones, 
for the choice of this point determines not what is pursued in the game science (this will be specified by the 
epistemic utility function), but just how difficult playing the game is, and hence, what level of recognition can a 
player expect a priori. 
15 I presented this definition in Zamora Bonilla (1996). For more details, see Zamora Bonilla (2013). Indepen-dently, 
the formula p(X&Y)/p(XvY) became later a standard definition of coherence, after Olsson (2002). 
16 For simplicity, the symbol ‘∞’ will be replaced by ‘=’ in the reminder of the paper. 
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of H can be given by Vs(H,E(H)), where E(H) can be the conjunction of established empirical laws explained 

by H, or the conjunction of the most approximate version of each empirical law such that H still entails it. 

 

3.2. Unconceived alternatives. 

According to our model, scientists intuitively assess their hypotheses on the basis of a function like Vs. Since 

usually the theories are attempted to explain the relevant empirical data, rather than being logically 

confirmed by then,17 formula (11) will be the more useful one. Let’s now consider by means of it the typical 

case in the discussion about the problem of unconceived alternatives:18 although we may have one or several 

theories correctly explaining or predicting the known empirical facts, it can still be the case that these 

theories are false, and not only false, but very far from the truth. We can derive from (11) some interesting 

lessons in connection to this problem. In the first place, the formula entails that, of several theories rightly 

explaining E, the one with the highest prior probability (which in this case is equivalent to having a higher 

posterior probability) will be most valuable; so, a theory correctly explaining the facts will be better for a 

scientist, the more plausible a priori it seems to her. Note that it is the personal, subjective estimate of the 

probability of each theory being true what counts in our model; hence, assuming that the scientists working 

about the problems H is trying to solve are the best positioned people to judge those probabilities, there will 

be nothing that we philosophers may add to the probability judgments scientists make about this question. 

Suppose that H is the only conceived theory successfully explaining E; this means that p(¬H,E) is literally the 

probability that, according to the particular scientist whose subjective probability function is given by p, there 

is some unconceived theory which is true. To what extent will this be a problem for the acceptability of H 

from that scientist’s point of view? It depends in part on the relative magnitude of p(H,E) and p(¬H,E). The 

philosophers that have criticized scientific realism on the basis of the ‘pessimistic induction’ argument seem 

to base their criticism on the idea that H is ‘very’ probably false, but scientists can indeed think that p(¬H,E), 

though ‘high’, is not too high to preclude their acceptance of H; this will depend, in any case, on the scientists’ 

judgments, not on the philosophers’. 

Furthermore, (11) does not say anything in principle about how probable it is for a scientist that H is 

approximately true (i.e., that the ‘world’ corresponding to proposition W is ‘close’ to the set of worlds 

consistent with H): she can accept that p(¬H,E) is ‘very’ high, but also that, so to say, p(‘W is close to H’,E) is 

even higher than that. So, there is nothing in the arguments about the pessimistic induction and unconceived 

alternatives that forces scientists to conclude that the posterior probability of an empirically successful 

                                                           
17 Actually, as John Norton (2014) has argued, scientists often try to prove their theories from previously known 
empirical facts or laws (for example, Newton offered a ‘demonstration’ of the law of gravity taking Kepler’s laws 
as premises), but if this were true at face value, it would entail that theories are not falsifiable (at least, while the 
empirical laws from which they are mathematically deduced are not rejected), nor can do more predictions than 
those derivable by the previous empirical laws alone. I will offer below a different interpretation of this kind of 
‘demonstrative’ arguments by scientists. 
18 Stanford (2006). 
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theory is ‘too low’ to make its acceptance irrational, or to take it as a good approximation to the truth. 

Furthermore, and perhaps more important for our discussion: what formula (11) also allows to see is that, of 

those theories successfully explaining the available empirical evidence, scientists will tend to prefer those 

that have a higher probability, i.e, a higher probability of being true, and hence, truth must be taken as one 

goal of scientists (at least to the extent that Vs rightly describes, albeit in a simplified way, their epistemic 

preferences). 

Second, (11) also let us see that the epistemic value of H given E does not only depend on H’s probability: 

it also depends on how unlikely E is. This means that, given two theories (H and H’) and two different bodies 

of empirical evidence (E and E’), such that H correctly explains E, and H’ correctly explains E’, it can be the 

case that H is judged better on the light of E than H’ on the light of E’, even if p(H,E) < p(H’,E’) and p(H) < 

p(H’). This is reasonable, because in order to explain an increasingly more and more exhaustive body of 

empirical evidence, we will tend to need theories that are stronger and stronger, and hence, more and more 

improbable. Hence, if E is very contentful, so that p(E) is very low, the verisimilitude of a theory H explaining 

E can be ‘very’ high even if both p(H) and p(H,E) are ‘very’ low. We can visually interpret this in the following 

way: if the set of worlds consistent with the empirical evidence E (i.e., the set of E-worlds) has become very 

small thanks to the addition of many strong empirical laws, then, even if an empirically successful theory H 

is literally false, the true state of facts will not be ‘very far form’ the H---worlds, just because there is no much 

space within the set of E-worlds. 

In the third and last place, (11) and (12) allow to calculate something like a minimal threshold of 

acceptability: we may argue that the worst ‘right solution’ we might give to a scientific problem would be to 

answer it with a tautology, i.e., with a proposition that does not assert absolutely anything about the world.19 

Since any tautology Taut is entailed by any body of empirical evidence E, the verisimilitude of the former will 

be, according to (12): 

(13) Vs(Taut,E) = 1/p(Taut) = 1 

Hence, for a theory H that entails the evidence E, having a verisimilitude lower than 1 will be a reason to 

discard it: a non-answer, like Taut, would be epistemically preferable to H. According to (11), the condition 

for H having a verisimilitude higher than one, if H entails E, is: 

(14) Vs(H,E) > 1 iff p(H,E)/p(E) > 1 

iff p(H,E) > p(E) 

                                                           
19 I do not deny that logico-mathematical truths play an important role in scientific argumentation and discovery, but 
I don’t think they can be identified with ‘theories’ in any relevant sense, at least when they are taken in isolation. 
They are, at most, important elements of theories or research programmes. 
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This result has a nice interpretation: in order to be acceptable, a necessary (but by no means sufficient)20 

condition a theory that successfully explains the empirical evidence must fulfil is that its own posterior 

probability must be higher that the prior probability of the evidence; or, stated differently, we must not 

accept an explanation which is so unlikely that, even taking into account the evidence, its truth would be less 

probable than the prior probability of having found that evidence.21 According to this result, scientists would 

be interested in employing arguments that can show two things: first, that the empirical facts their theories 

manage to explain or predict are very unexpected (i.e., that p(E) is very low); and second, that their theories 

are relatively plausible (i.e., that p(H), and hence p(H,E) is very high). And of course, each researcher can also 

try to do the opposite in connection with the theories of her competitors. These judgments of plausibility can 

take any form, from quantitative estimations of probability or improbability, to mathematical ‘proofs’ of the 

theories’ principles from some empirical laws (plus some more or less ‘innocent’ assumptions)22, and also to 

mere ‘rhetorical’ or ‘philosophical’ arguments trying to persuade the reader of the likelihood of some 

principles. In any case, all these arguments can be interpreted as attempts to establish that it is not very likely 

that the researcher’s preferred theory is false, or very far from the truth, even though some ‘unconceived 

alternatives’ can still be closer to the truth. 

 

3.3. Why to be an instrumentalist? 

From our previous discussion, it seems that the scientists’ (epistemic) utility function entails that they will 

necessarily have a realist attitude towards their theories: after all, what they want to prove is that the 

theories they defend are plausibly true or close to the truth, and that the theories of their competitors are 

false or far from the truth. Is it, hence, always irrational for them to have an instrumentalist attitude? And by 

the way, what would ‘an instrumentalist attitude’ consist in? A plausible answer to the latter question is that, 

if we have identified realism with being concerned for the probability of the truth (or approximate truth) of 

the competing theories, then having an instrumentalist attitude would amount to not being concerned by 

that probability; i.e., one would reveal an instrumentalist attitude towards a theory, model or hypothesis H 

if one is willing to give it a high epistemic value because it explains or predicts well the available evidence, 

even if one acknowledges that the probability of H being true or approximately true is very low. The question 

is, hence, are there circumstances where a researcher whose epistemic utility function is represented by Vs 

would assess theories in an instrumentalist way? Luckily, it is easy to show that there are. 

                                                           
20 I have argued elsewhere (Zamora Bonilla, 2002a) that it is the ‘social’ part of the utility function, in addition to 
the epistemic part, what can be taken into account by scientists in order to establish a sufficient criterion of 
acceptability. 
21 This is a rewording oft he idea that to accept extraordinary claims we need extraordinary evidence. 
22 This would be my suggested interpretation of Norton’s claim I have referred to above, according to which 
scientists often try to ‘prove’ their theories, not only to test them. 
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In the previous subsections I have assumed that the relevant empirical evidence E is given and fixed, but 

obviously very often this is not really so. There may be situations where scientists consider that they already 

have all the necessary data to decide on the acceptability of the competing theories, i.e., that it is unlikely 

that the possible addition of new empirical findings is going to force them to reverse the judgments they 

have made on their theories. However, in many other situations this is not the case, and the relevant 

empirical data are just being searched, or at least awaited. Of course, this is more common in the first stages 

of a new research programme (to use a Lakatosian phrase), or when competition between different 

programmes is very strong. In cases like these, scientists will be uncertain about what the future empirical 

discoveries will be, and it seems reasonable that theories are not directly judged according to a function like 

Vs, but according to the expected value of that function. This expected value is easy to calculate:23 

(15) EVs(H,E) = ∑(w ϵ E)p(w,E)Vs(H,w) 

= ∑(w ϵ E&H)p(w,E)Vs(H,w) + ∑(w ϵ E&¬H)p(w,E)Vs(H,w) 

= ∑( w ϵ E&H)p(w,E)p(H,w)/p(Hvw) + 0 

= ∑( w ϵ E&H)[p(w)/p(E)][1/p(H)] 

= [∑( w ϵ E&H)p(w)]/[p(E)p(H)] 

= p(E&H)/[p(E)p(H)] = p(E,H)/p(E) = p(H,E)/p(H) 

An immediate result deriving from (15) is: 

(16) If H and H’ entail E, then EVs(H,E) = EVs(H’,E) = 1/p(E) 

Hence, scientists whose epistemic utility function can be represented by Vs, but that are still relatively 

uncertain about how the new empirical evidence will affect the acceptability of the theories under discussion, 

will tend not to value these theories according to how plausible they currently are, but only according to how 

good their predictions have been. This result is consistent with Lakatos’ thesis that, in the first stages of a 

research programme, scientists only care about confirmations, and not about falsifications;24 i.e., they don’t 

discard a programme because of its failure to explain or anticipate some empirical results, but value it only 

in function of its empirical successes, or, in other terms, they have an instrumentalist attitude towards it. 

Instead, once the empirical data are considered stable enough, i.e., not forcing to change the judgements 

over theories, these will be evaluated according to Vs, not according to its expected value, and hence 

considerations about the plausible truth of the theories will become important, or, to state it in a different 

way, scientists will start to have a realist attitude in their epistemic judgments of those theories. 

                                                           
23 For simplicity, I will use the expression “w ϵ E” as an abbreviation of “a point in the logical space that satisfies 
E”). 
24 Especially if we consider the sophisticated version of our utility function we discussed a few pages above, i.e., 
replacing Vs(H,E) with Vs(H,E(H). Cf. Zamora Bonilla (2002b). 
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Furthermore, in the same way as the function Vs may be different for scientists with different subjective 

probability functions, it can also be the case that different scientists have different expectations about the 

evolution of the empirical data, and hence some tend to apply Vs or EVs under somehow different 

circumstances. But again, it is their decision to do one thing or the other; there is nothing like a ‘philosophical 

solution’ to the question of what is what they must decide.25 

 

Conclusion 
In this paper I have argued for the thesis that many of the problems associated to the scientific realism debate 

can be seen as problems that scientists themselves have to solve, or take a decision about, in their normal 

research practices. I have used two different conceptual approaches to illuminate the question. First, a 

semantic deflationism according to which truth and reference are not so much a kind of abstract relation 

between language (or mind) and world, as linguistic devices that help us to express some complex thoughts 

that would be difficult or impossible to express if natural languages didn’t contain predicates like ‘…is true’ 

or ‘…refers to…’. Ideas such that the ‘truth of a theory’ can explain its empirical success, or that different 

theoretical terms can ‘refer to the same’ entities appear to have a radically different meaning from the point 

of view of this minimalist semantics, as the one it is attributed to them in most philosophical discussions 

about scientific realism. Second, a hypothesis about the structure of scientists’ epistemic preferences has 

been used to discuss the question of what is the difference between having a realist or an instrumentalist 

attitude towards a theory, and why it can be rational to have one attitude or the other towards the same 

theories depending on the circumstances. I do not claim, of course, that scientific realism is not a deeply 

important philosophical problem. But I think that the analysis of the pragmatic aspects of the problem can 

help to frame in a more illuminating way its philosophical nuances.References: 
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Philosophers distinguish pure from applied mathematics by saying that pure involves only mathematical 

concepts while applied uses a mixture of mathematical and non- mathematical notions. A trivial example: 

“2+3=5” is pure; “2 applies + 3 apples = five applies” is applied. Mathematicians, by contrast, often cite 

examples from physics (or biology or finance) and nevertheless call them instances of pure mathematics. 

Why this difference? 

Philosophers are motivated by epistemology; they want to know if and how it is possible to justify claims 

that have no possibility of empirical content. Mathematicians, on the other hand, draw their distinction based 

on whether the mathematics is interesting. Thus, for example, General Relativity and Quantum Field Theory 

attract their attention for mathematical reasons. G.H. Hardy famously called applied mathematics “ugly,” but 

claimed that GR and QM are “real mathematics,” worthy of his attention. 

With these rival distinctions in mind, we can ask whether philosophers are approaching the epistemic 

issues the right way? Can we learn mathematical facts by thinking about situations that involve non-

mathematical entities? 

Let me make a second distinction between pure and applied ethics. (I’m running several existing 

distinctions together, eg, metaethics, practical ethics, theoretical ethics, normative ethics, and so on.) 

Typically, discussions about abortion are instances of applied ethics; not surprisingly, they are about abortion. 

Discussions of the trolley problem, however, are not about runaway trollies; rather, they are about utilitarian 

principles, and as such they are instances of pure ethics. The aim of an abortion debate is a policy on abortion, 

but a debate on the trolley problem will not culminate in a public policy on runaway trollies that requires 

people to throw (or not to throw) a switch killing just one innocent person to save five. 

In spite of the important difference between the pure trolley case and the applied abortion case, the 

methods of investigation are strikingly similar. Both use thought experiments. The trolley example is 

obviously a thought experiment, and in the abortion case, the most famous argument is based on Thomson’s 

thought experiment involving a sick violinist. 

Ethical reasoning (at least some of it), whether pure or applied uses the same technique. 

The pure-applied ethics distinction is similar to the mathematicians’ pure-applied distinction. Not only do 

they make similar distinctions between pure and applied (unlike the distinction made by philosophers of 

mathematics), but they both appeal (if only implicitly) to intuitions involving imagined concrete situations. 
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This should come as no surprise, because in mathematics and ethics intuitions are of prime importance, since 

direct empirical evidence is more or less out of the question. (In the talk I will digress briefly on this important 

point.) 

The main claim of the talk is this: The right model for philosophers concerned with the epistemology of 

mathematics should be ethics. Just as thought experiments can work in ethical reasoning, they can also work 

in mathematical practice.  I will illustrate this claim with examples. These will be mostly simple examples that 

are accessible to a general audience, such as the pigeonhole principle. 

The pigeonhole principle says: If there are n+1 pigeons distributed in n pigeonholes, then at least one hole 

must have at lest two pigeons. This principle which seems so obvious is a hugely important principle in 

combinatorial mathematics. In the philosophers’ sense of applied mathematics, the principle implies that in 

a room of 367 people, there is at least one pair of people with the same birthday. And it implies that in 

Dusseldorf (population: 600,000) there are at least two people with the same numbers of hairs on their heads 

(typical full head of hair is 100,000 hairs). In the philosophers’ sense of pure mathematics, the pigeonhole 

principle implies: If {xn} is a sequence of real numbers lying in a bounded interval, then {xn} contains a Cauchy 

subsequence. And it also implies: Every graph with two or more vertices has two vertices with the same 

degree. It is not difficult to prove the pigeonhole principle, but the important thing to notice is that a proof 

is not necessary for rational belief; we have sufficient evidence in the form of the obviousness of the principle 

itself in terms of pigeons and pigeonholes. 

The kind of evidence that we possess for the pigeonhole principle is the same as we have in the ethics 

cases mentioned earlier. In each of these we reason from particular examples that are readily imagined to 

powerful general principles. It has the trappings of empirical experience, but this is misleading. It is in fact a 

priori evidence. The philosopher’s distinction between pure and applied mathematics is perfectly legitimate 

and captures something objective. But it is not well-motivated. The more fruitful distinction between pure 

and applied, the distinction embraced by working mathematicians, does not correspond to a divide between 

empirical and non-empirical. 

In conclusion, a case is made to liberalize how philosophy of mathematics sees pure mathematics and to 

broaden the realm of legitimate evidence in pure mathematics beyond standard proofs. It remains a 

challenge to account for how we are able to move from thinking about apparently empirical things such as 

pigeonholes to powerful general principles. I will close the talk with some brief speculations about this 

cognitive capacity we seem to possess.

 

  



Abstracts  Symposia & Contributed Papers IV 
 Thursday 15:30 – 17:30 

 

144  

 
Absolute Measures of Effectiveness 

 

JACOB STEGENGA  

University Of Utah 

jacob.stegenga@utah.edu 

 
Many ‘outcome measures’ are employed in clinical research. An outcome measure is an abstract formal 

statement describing a relation between the value of the measurand in the control group and the value of 

the measurand in the experimental group. When particular substantive values for such measurands are 

substituted into an outcome measure, the result is a quantitative estimation of the strength of an alleged 

causal relation—this quantity is usually called an ‘effect size’.1 The results of clinical research are frequently 

reported with ‘relative’ outcome measures. Here I argue that relative measures promote the base-rate 

fallacy, and so results of clinical research should always be reported with ‘absolute’ outcome measures. 

For both continuous and dichotomous parameters, the choice of outcome measure is important and can 

have significant influence on the estimation of effectiveness, and the basic issue I discuss below is salient for 

both kinds of parameters. However, the point can be made more simply by focusing on dichotomous 

parameters. 

If the measured parameters are dichotomous (such as death), standard outcome measures include the 

odds ratio, relative risk, relative risk reduction, risk difference, and number needed to treat. To define these, 

construct a two-by-two table for a study that has an experimental group (E) and a control group (C), in which 

a binary outcome is measured as present (Y) or absent (N), where the number of subjects with each outcome 

in each group is represented by letters (a-d), as follows: 

 

Group  Outcome  

  Y N 
 E a b 
 C c d 

 

Relative risk (RR) is defined as: 

RR = [a/(a+b)]/ [c/(c+d)] 

Relative risk reduction (RRR) is defined as: 

RRR = [[c/(c+d)] - [a/(a+b)]] / [c/(c+d)] Risk difference (RD) is defined as: 

                                                           
1 How an effect size relates to the strength of a causal relation is a tricky problem beyond the scope of the present 
paper. See (Broadbent, 2013) for a superb discussion of what he calls, in the epidemiological context, ‘puzzles of 
attributability’. 
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RD = a/(a+b) - c/(c+d) 

Number needed to treat (NNT) is defined as: 

NNT = 1 / [[c/(c+d)] - [a/(a+b)]] 

It also can be useful to define these in terms of conditional probabilities. The probability of a subject having 

a Y outcome given that the subject is in group E, P(Y|E), is a/(a+b), and likewise, the probability of having a Y 

outcome given that a subject is in group C, P(Y|C), is c/(c+d). Thus, for example, we have: 

RR = P(Y|E)/P(Y|C) 

RD = P(Y|E) - P(Y|C) 

A widespread and misguided practice is to report RR or RRR but not RD or NNT. The over-reliance on relative 

outcome measures in epidemiology is dubbed ‘risk relativism’ by (Broadbent, 2013). Broadbent canvasses 

several alleged justifications for the widespread use of relative measures like RR, and finds them all wanting. 

Here I add to this concern by noting a nefarious consequence of risk relativism. 

Employment of relative measures, such as RR or RRR, promotes the base-rate fallacy, because relative 

measures do not take into account the baseline rates of the event in question (Worrall, 2010). Both physicians 

and patients overestimate the effectiveness of medical interventions when presented with only relative 

measures, and their estimates are more accurate when they are presented with both relative and absolute 

measures or with absolute measures alone. 

To see that relative measures do not take into account the base rate of the outcome in question, consider 

RR. By Bayes’ Theorem, RR is equivalent to: 

RR = [P(E|Y)P(Y)/P(E)] / [P(C|Y)P(Y)/P(C)] 

= [P(E|Y)/P(E)] / [P(C|Y)/P(C)] 

The baseline probability of having outcome Y, P(Y), has fallen out of the equation. RR is not sensitive to P(Y). 

In contrast, absolute measures are sensitive to the base rate of the outcome in question. Consider RD. By 

Bayes’ Theorem, RD is equivalent to: 

RD = [P(E|Y)P(Y)/P(E)] - [P(C|Y)P(Y)/P(C)] 

= P(Y)[[P(E|Y)/P(E)] - [P(C|Y)/P(C)]] 

P(Y) appears as a multiplier in RD. Thus RD is sensitive to P(Y). 

Thanks to the work of Kahneman and Tversky and others, we know that people reason poorly with prior 

probabilities. Therefore, since RD and other absolute measures take into account prior probabilities, whereas 

RR and other relative measures do not, RD should always be reported. 

To illustrate the problem that arises when not taking P(Y) into account with relative measures of 

effectiveness, consider the drug alendronate sodium (Fosamax), marketed by Merck as causing an increase 

in bone density in women to avoid bone fractures. A large trial compared the drug to placebo over a four 

year period (Black et al., 1996). The evidence from the trial was touted as showing that the drug reduces the 

risk of hip fractures by 50%—this was a relative measure of risk reduction (RRR). However, as (Moynihan & 
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Cassels, 2005) note, only 2% of the women in the control group had hip fractures during the four years of the 

trial, while only 1% of the women in the experimental group had hip fractures. Thus the RD effect size was a 

mere 1%—the absolute difference in hip fracture rates between the experimental group and the control 

group was only 1%—after consuming the drug for four years. 

(Worrall, 2010) rightly notes that the choice of using a medical intervention is a decision which ought to 

be modeled with an expected utility calculation. In this paper I give a further argument for the superiority of 

absolute measures along these decision-theoretic lines. 

The reliance on relative outcome measures at the expense of absolute outcome measures is ubiquitous. 

This, together with the fact that people overestimate the effectiveness of medical interventions when 

provided with relative outcome measures, entails that on average people overestimate the effectiveness of 

medical interventions. Effectiveness always should be measured and reported in absolute terms (using 

measures such as RD). This would have the result that estimates of the effectiveness of medical interventions 

would be deemed lower than they now are. 
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General Description 

Émilie du Châtelet's’s Institutions de Physique is a fascinating, though largely forgotten, text in the history of 

early modern science and philosophy. Presented as a series of physics lessons for her son, the Institutions 

attempts to critically wed the major themes of Newton’s physics with the natural philosophy of Leibniz and 

Wolff. The resulting work is incredibly ambitious, presenting a picture of the physical world built from its 

metaphysical foundations up to a comprehensive view of a law-governed cosmos. En route, du Châtelet 

delves into many of the most challenging issues of her time, including the methodology of scientific enquiry, 

the nature of space and time, the metaphysical and physical composition of bodies, and the question of 

whether vis viva ought to count as a genuine measure of the force of bodies. In the process, she stakes out a 

unique position between the approaches of the empiricist disciples of Newton and the continental followers 

of Descartes, Leibniz, and Wolff. 

Yet in spite of all this, Institutions de Physique remains a neglected topic of study. This is partly the effect 

of du Châtelet having also produced a still-respected translation of Newton’s Principia into French, an 

accomplishment which has overshadowed much of her original work. It also certain that the tawdry details 

of her relationship with Voltaire has done much to distract from her intellectual accomplishments, as did 

accusations of plagiarism on the part of her tutor, Samuel König. But it is also undeniable that, through many 

different routes and many different reasons, many of them explicitly sexist, du Châtelet was effectively 

written out of the standard history of natural philosophy of this time period, in spite of being widely read and 

recognized as a significant contributor to the debates of her time. 

For all of these reasons, producing an accurate, thorough, and fair assessment of du Châtelet’s work in 

the Institutions should be a concern for scholarship in early modern philosophy. Unfortunately, a major 

hindrance to such work in the Anglophone world is the lack of a complete translation of the Institutions de 

Physique into English. Over the course of 2014, our group has worked under the guidance of Prof. Katherine 

Brading to remedy this situation by producing a translation and begin expanding on the small critical 

literature surrounding her work. The exegetical tasks are considerable. Beyond the basic challenges of 

translation, du Châtelet’s conceptual vocabulary differs considerably from our own, and stands in serious 

need of contextualization and rearticulation. Nonetheless, even at this early stage of this research, it is clear 
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that the study of Du Chatelet’s works is a rich source for potentially important scholarship in early modern 

science and philosophy in Europe. 

The proposed symposia will bring the early fruits of our work into public view, in the form of paper- based 

talks ranging over different aspects of du Châtelet’s thought in the Institutions. The topics covered will include 

du Châtelet’s view of the uses and abuses of hypotheses, her treatment of space and time, her criticisms of 

Newtonian views of gravitation, and her account of Leibniz’s law of continuity. These talks should be of great 

interest to historians of early modern science and philosophy, and of use to philosophers of science 

interested in the 17th and 18th Centuries and the evolution of scientific practice during this period. 

Moreover, for those interested in the role of women in philosophy, Emilie du Châtelet and the Institutions 

de Physique provide an important case for consideration, both sociologically and content-wise. For all these 

reasons, we believe that this symposium would be an excellent addition to EPSA’s 2015 lineup. 

 

Abstracts 

1. Jamee Elder: Émilie du Châtelet on Newtonian Attraction 

In this paper I will discuss arguments presented by Émilie du Châtelet in Chapter 16 of her Institutions de 

Physique, “On Newtonian Attraction”. My focus will be on her two related arguments for the conclusion that 

“attraction, as the Newtonians propose it, that is to say, as far as we make it a property of matter and the 

cause of the majority of the phenomena, is inadmissible” (§394). In Chapter 16, du Châtelet examines the 

notion of attraction, conceived of as inherent to matter and as a cause in its own right. Both of her main 

arguments against this conception of attraction are based upon the principle of sufficient reason (PSR). In her 

first argument, she argues that two bodies at rest and separated by a void could have no sufficient reason to 

begin to move toward each other according to the laws of attraction. Her second argument is based on the 

variation in the direction and speed that result from attraction and relates to her views concerning the 

essence of matter. She argues that, by PSR, attraction cannot be a property of matter and that the 

phenomena of attraction require a mechanical explanation. 

My objective in this paper is to carefully elucidate and analyze these arguments within the context of Du 

Châtelet’s broader Wolffian-Leibnizian metaphysics, as outlined in the earlier chapters of the Institutions. 

Some key issues are her conception and application of PSR and her ideas concerning essences and continuity. 

I will also elucidate the consequences of this analysis for du Châtelet’s physics and philosophy as a whole. 

The question of the status of attraction is at the juncture of du Châtelet’s Leibnizian and Newtonian 

commitments, and is therefore a crucial moment at which to analyze the explicit interaction of these 

commitments. 
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2. Monica Solomon: Du Châtelet’s Philosophy of Space and Time 

Du Châtelet's Institutions de Physique was first printed in 1740 and, as the title suggests, it aims to provide a 

pedagogical introduction to the fundamentals of physics. My main aim here is to place du Châtelet's work in 

the history of arguments about the nature and properties of space and time as foundations for natural 

philosophy. I argue that, while du Châtelet’s Institutions does not present a robust theory of space and time 

(a theory which would clearly present a coherent web of concepts in which those of space and time would 

be embedded), it contains a rich philosophy of space and time. First, I clarify some of the distinctions, 

definitions, and properties encountered in du Châtelet’s chapters on space and time. Secondly, I delineate 

the sources for her arguments. For instance, it is clear that du Châtelet’s view has a strong Leibnizian 

influence: space and time are not real (things). Space is nothing but the order or coexistent beings, while 

time is nothing other than the order of successive beings. But although Leibniz is a clear source, it is less clear 

that her main arguments for the unity underpinning the ideas of space and time (and which are presented 

by some of her most interesting arguments) are entirely Leibnizian. Thus, thirdly, in the main part of my 

paper, I present du Châtelet’s particular type of abstractionism.  For example, she argues that space and time 

arise from representations of how bodies coexist or of their successive states: space is to coexistent things 

just as numbers is to numbered things. In other words, only a multitude of things makes space necessary. 

The idea of time is conceived by analogy. The analysis will allow me to draw unexpected parallels between 

du Châtelet and well-known empiricist conceptualizations such as Hume's and Berkeley’s. 

 

3. John Hanson: Du Châtelet on the Law of Continuity 

The Law of Continuity is one of the most fascinating, far-reaching, and difficult notions in Émilie du Châtelet’s 

Institutions de Physique. Originally due to Leibniz, but developed in novel directions by Du Châtelet, this 

principle states that there are no jumps in nature. Alas, careful readers of the Institutions will find few clear 

statements of the law and a bewildering range of applications for it, ranging from arguments about the 

composition of physical bodies to the laws governing collisions, the nature of geometrical figures, and 

causation more generally. 

Here I will offer a formalization of the principle, drawing from both explicit discussions and applications 

in the Institutions. I contend that Du Châtelet’s notion of continuity is centrally concerned with issues of the 

unity of series, that is, what it means to say a series counts as a unity. A unitary series, on her picture, is one 

which is incapable of having new members added, thus being free of gaps or jumps. Series that are unitary 

in this way are continuous. The law of continuity says, in so many words, that there can be no unitary series 

which is discontinuous, and that nature itself constitutes such a unitary series. I will then assess how 

consistently this principle finds application throughout the text, and whether it meshes well with the 

examples she deals with. In some cases, I will argue, this principle is a sensible development of her ideas, but 

in some cases she appears to be seeing applications where there are none, as in her treatment of physical 
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bodies as composites of simple monads. These exceptions aside, however, I will conclude that Du Châtelet’s 

treatment exhibits, at a minimum, a serious attempt to bring clarity to a perplexing and challenging issue. 

 

4. Jeremy Steeger: The Influence of Newton on Du Châtelet’s Methodology: Certainty of Phenomena and 

Counterfactual Dependency 

To contribute to the recent revival of interest in du Châtelet’s masterwork, Institutions de Phy-sique (IP), I 

take an unexplored tack: the continuity of her methodology with that of Newton. In Chapter 4 of IP (“Of 

Hypotheses”), du Châtelet details her conception of scientific method: in short, science requires the use of 

hypotheses to discover the true causes of phenomena. Du Châ-telet’s conception of phenomena originates 

from Wolff: she takes “phenomena” to denote images or appearances that may diverge from reality. But I 

argue that her approach towards the dis-covery of true causes given highly certain phenomena is thoroughly 

Newtonian: she mirrors Newton’s quam proxime approach to certainty and his counterfactual analysis of 

secondary phe-nomena. In the body of English-language du Châtelet scholarship, only Karen Detlefsen has 

studied the philosopher’s methodology; Detlefsen focuses almost exclusively on a comparison of du Châtelet 

and Descartes's respective approaches to hypotheses. While I share Detlefsen’s con-viction that du Châtelet 

intends the “certainty” with which we may know some hypotheses to be psychological, that is not the full 

story. As Detlefsen notes, Du Châtelet stresses both the “moral certainty” of some hypotheses and the 

requirement that we have “certain knowledge” of phe-nomena in Chapter 4. Taking into account passages 

from Chapter 8 (“Of the Nature of Bodies”) and Chapters 13–14 (discussing gravity), I argue (1a) that the 

“psychological” conception of the certainty of hypotheses applies the the certainty of phenomena as well 

and (1b) that this certainty mirrors Newton’s quam proxime approach. Finally, following George E. Smith, I 

conceive of Newton’s “derivation” of his gravitational law from phenomena to be an exercise in counterfac- 

tual analysis; thus, I argue (2) that du Châtelet’s discussion of experiments testing the “phenom-ena of 

gravity” in Chapter 14 mirrors Newton’s concern with counterfactual dependency. 

 

5. Aaron Wells: Substance and Change in the Institutions de Physique 

I discuss Emilie du Châtelet's response to an under-appreciated 18th-century puzzle about substance and 

change. The puzzle is as follows. Created substances have their essences necessarily. But essences seem 

immutable. It's assumed that essences ground any other features those substances might have, and that 

something immutable can't be the ground of change. If so, however, nothing in the created world can be the 

ground of change. In that case, barring divine intervention, change in created substances is impossible. 

Du Châtelet, Christian Wolff, and the early Kant all attempt to solve this puzzle without committing to a 

Leibnizian picture – on which reality has two or more levels and there's no change at the fundamental level. 

I argue that Du Châtelet's solution compares favorably to the inconclusive or unstable efforts of Wolff and 

Kant. She argues that modes have a causal order independent of the essential properties of the substances 
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they inhere in. In particular, modes are temporal. A given mode depends on prior modes – either of its 

substance or of others. Du Châtelet apparently takes inherence and grounding to come apart. A mode can 

inhere in a substance, such that the substance grounds the mode's existence, but not the mode's qualitative 

features. Such a view is unusual but not incoherent, and allows du Châtelet to address the puzzle without 

following Leibniz in committing to radically distinct levels of reality. 
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General Description 

The study of social norms is an interdisciplinary field of research whose contributions come from several 

areas of inquiry: namely philosophy, economics, sociology, political science, psychology, neuroscience and 

anthropology. It is in the nature of the topic to require a range of perspectives for an adequate explanation 

of its complexity. Conse- quently, however, a rather scattered picture of norm-driven behavior has emerged 

in the literature. A plethora of theories of social norms have been provided, each of which attempts to 

address some of the shortcomings of previous accounts or to fill their explanatory gaps. At first glance, it 

does not seem that the di↵erent contributions combine in a unified picture. 

In this symposium, we will focus on the foundational aspects of social norms. We will consider some of 

the main approaches that have been put forward in the literature and we will ask: Which are the targets that 

di↵erent explanations aim at? Is there a hierarchy of explanatory levels? If so, does the hierarchy reflect an 

ontological, an epistemological or a pragmatic commitment? We will see that di↵erent positions are being 

defended by their supporters as more legitimate, appropriate and comprehensive; but a clear reconstruction 
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of the role that each one has is still missing in the literature. In this symposium we shall try to clarify the 

contribution that each of the di↵erent accounts has made to our theoretical understanding of social norms 

and to explore possible directions for future research. 

Ideally, if the division of labour across disciplines was clearly delineated, the analysis of norms would look 

as follows. Economists would focus on norm-driven behavior to explain macro-phenomena and how they 

result in institutions. Psychologists would explore the motivational factors of norm compliance and 

neuroscientists the underlying neural mechanisms. Legislators would deal with the problem of how to replace 

negative social norms by introducing laws for the benefit of citizens. Anthropologists would study how 

di↵erent societies elaborate di↵erent social norms over time. According to the specific domain of inquiry, 

researchers would conduct theoretical analysis or experimental work, both in the laboratory and in the field. 

Each discipline would cover one piece of the mosaic and interactions among disciplines would take place at 

the boundaries. Collaborations between legislators and psychologists, for instance, would be particularly 

helpful when considering how to enforce new norms. Economists’ models would be particularly helpful to 

psychologists as a benchmark against which to test individual behavior in decision-making contexts. 

According to this analysis, the domains of inquiry of di↵erent disciplines have their spheres of competence 

within which to assess their epistemic values. However, this representation of the division of labour does not 

accurately reflect academic reality. Scientists disagree about how social norms should be studied. 

Psychologists and economists criticize each other’s way of analyzing norm-driven behavior. Even the 

economists themselves disagree as to how economists should make sense of norm-driven behavior. 

Moreover, current explanatory frameworks for social norms pay little attention to why and how the brain 

might carry out the computational functions that generate norm compliance behavior. 

These criticisms give rise to two main questions, which will be addressed in the symposium. First, how to 

build psychologically more realistic models that are still rele- vant to economic theory? Secondly, how should 

a measurement tool for socio-normative behavior be built to test the di↵erent and competing hypotheses? 

As an example of one of the main points of disagreement between psychologists and economists, consider 

the role of social preferences. On the one hand, psychologists insist on the necessity of enriching classical 

economic models with psychological parameters to represent social preferences. Social preferences should 

explain why we tend to cooperate in situations where otherwise we would behave according to our personal 

interest. On the other hand, a widespread view among economists is that social preferences are su- perfluous 

explanatory factors. Individual compliance with social norms can be explained to the extent that social norms 

provide rational solutions to coordination problems in repeated interactions. 

To improve upon this theoretical standpoint, the role of social preferences deserves further clarification. 

Cristina Bicchieri is one of the most influential proponents of the view that social norms transform a choice 

problem characterized by conflict between individual and group outcome into a choice problem where that 

conflict has been solved. This happens because social norms introduce negative sanctions, either 
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psychological or monetary, that dis-incentivize deviation from cooperation. However, at times, social norms 

are presented as rules related to principles of justice, equity and equality. At other times, social norms 

prescribe negative behaviors such as child marriage or discriminatory policies. Depending on how we define 

the set of social norms, the role of social preferences changes accordingly. From something akin to a moral 

emotion which describes that– at least in certain conditions–we care about other people’s wellbeing, 

compliance with social norms becomes the e↵ect of a utilitarian cost-benefit analysis for the purpose of 

avoiding sanctions. Furthermore, once social norms include even negative behaviors, then it ceases to be 

obvious that social norms solve individual vs group problems rather than introducing a conflict in the first 

place. 

According to whether social norms are considered as the result of other-regarding preferences or as rules 

which individuals follow to avoid sanctions, people’s compliance in cases where deviance would not incur 

costs is explained di↵erently. In the first case, compliance is taken as evidence that individuals value the 

content of norms; in the second case, by contrast, it is taken as evidence that the automatic tendency to 

follow social norms leads us to follow norms even in cases where it would be more convenient to do 

otherwise. 

Within economics itself, one of the main points of debate concerns how more realistically to model 

interactive decision-making problems. To be sure, economists agree that full rationality is an unrealistic 

assumption. Yet how should we represent boundedly rational individuals? There are several ways in which 

this can be done. Memory loads and cognitive constraints change from subject to subject; even systematic 

deviations from full rationality are unrealistic to a certain extent. Thus, it might be asked, can we ever derive 

more interesting predictions under the assumption of bounded rationality than under that of full rationality? 

Three scholars who have worked within di↵erent frameworks will face one another to discuss and defend 

their approaches to the study of social norms. It is the purpose of this symposium to present three papers 

drawing respectively on behavioral economics, neuroscience and economics. Karla Ho↵ is an economist and 

director of the World Bank Report 2015 on social norms, mental models and behavioral economics. Chiara 

Lisciandra is a researcher at the University of Helsinki, who has extensively worked on models of the 

emergence and di↵usion of norms in society. Matteo Colombo is a researcher at Tilburg University, who 

explores the foundations of computational cognitive neuroscience and moral psychology. The common 

thread that will run through the participants’ talks is a reflection on how to make the pieces of mosaic of the 

explanation of social norms better fit together. 

 

Abstracts 

1. Matteo Colombo: Norm Compliance and Humeanism. A Neurocomputational Account 

According to the Humean theory of motivation, belief and inference are insufficient for motivation; in 

addition to belief and inference, motivation requires a desire or some other conative state. However, the 
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mechanism of motivation and, in particular, the nature of desire remain opaque. This article explores the 

question of whether the Humean theory of motivation is vindicated by current work in social cognition by 

reviewing current research in computational neuroscience and in philosophy about motivation and social 

norms. I endorse Bayesian decision theory and reinforcement learning as two fruitful frameworks to uncover 

the mechanism of social norm compliance, and as productive guides to assess the empirical adequacy of the 

Humean theory of motivation. On the basis of a range of theoretical and experimental work on social norm 

compliance, I identify distinct ways in which the Humean theory of motivation is vindicated. 

 

2. Karla Hoff: Insult versus Accident: Caste Culture and the Efficiency of Coordination 

Much of what we value in society depends on coordination: for example, language, fiat money, 

standardization, and the rule of law. The particular conventions and norms that emerge vary widely across 

societies, with some being more efficient than others. Development economists have provided ample 

evidence that inefficient conventions and norms can impede economic growth, so one route to development 

is to improve the efficiency of coordination. But in order to do that, we need to understand why inefficient 

outcomes obtain. 

We study the relationship between culture and the efficiency of coordination on a convention or norm. 

In a field experiment in India, men from high and low castes repeat-edly played a simple coordination game 

with an efficient and an inefficient equilibrium. Compared to their low-caste counterparts, the high-caste 

men coordinated far less effi- ciently. 73 percent of low-caste pairs played the efficient Nash equilibrium in 

the final round of the partnership, compared to 50 percent of mixed low-high caste pairs, and only 32 percent 

of high-caste pairs. We trace the divergence in outcomes to how individuals respond to the low payo↵ that 

results when a player attempts efficient coordination but his partner does not. After this event, high-caste 

men are much less likely than low-caste men to continue trying for efficiency. This difference can be explained 

by the culture of honor among the high castes, which may lead them to see this low payoff as an insult rather 

than an accident and to respond in a manner that impedes efficient coordination. 

 

3. Chiara Lisciandra: Modelling Norms 

A novel approach to the study of social norms relies on probabilistic agent-based mod- els. Agent-based 

models are a class of computational models that study the dynamics of interactive systems. By relying 

extensively on computer simulations, these models considerably increase the predictive power of traditional 

models: they make it possible to analyze phenomena involving a large number of factors and their aggregated 

e↵ect, thereby overcoming the problem of tractability of non-simulated models. Through this method, it is 

possible to formulate hypotheses based on fewer idealizations and whose degree of proximity to the target 

system is higher than it would be without such sim- ulating devices. To model, for instance, the emergence 

of a new norm in society, the starting point is the translation of a decisional rule into a mathematical model, 
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whose predictions can be observed by means of computer simulations, and tested afterwards by means of 

laboratory experiments, which in turn can provide feedback about the initial model. Given the features listed 

above, it would be natural to expect that computer simulations were welcomed in economics to study the 

di↵usion of norms. However, when compared to analytical models and experimental work, computer 

simulations are often considered as a secondary option at best. A widespread tendency in economics is to le- 

gitimize computer simulations only when models become too complex to be analytically solvable; or when 

the volume of data collected is such that only high-powered computers can process them. In this paper, the 

reasons for the economists widespread skepticism will be investigated. It will be argued that there are no 

clear criteria to distinguish when a problem is intractable or not: hence, the claim that simulations should be 

limited to intractable problems looks unjustified after all. 
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Disease-mongering (DM) generally refers to a purported commercial strategy of the pharmaceutical industry, 

consisting in tinkering with the definition of a given disease (sometimes to the point of creating a new one) 

in order to promote the sales of one of their drugs. Disease-mongering has been featured prominently in 

special issues of the British Medical Journal (2002) or Plos Medicine (2006), although its existence is for some 

controversial –and it has probably been so for more than four decades, since the earliest discussions about 

medicalization or the more current debates about pharmaceuticalization. 

In this paper we want to articulate a more precise concept of DM. We want to show how pharmaceutical 

marketing can commercially exploit certain diseases when their best definition is given through the success 

of a treatment in a clinical trial. We will distinguish two types of disease-mongering according to the way it 

exploits the definition of the trial population for marketing purposes. We are going to argue that behind 

these two forms of disease-mongering there are two well-known problems in the statistical methodology of 

clinical trials and overcoming them is far from simple. 

From a purely commercial standpoint, the industry wants any treatment to: (a) work on a given class of 

patients, in order to earn regulatory approval and get market access; and (b) ensure that this class is as large 

as possible, in order to increase sales. Pharmaceutical marketing has exploited a methodological 

misconception about trials that prevails among both physicians and patients. Namely, that they provide a 

general assessment of treatments independently of the reference class they are tested on. Hence, physicians 

may prescribe them off-label, assuming that a patient will benefit from them as much as the participants in 

the trial, even if this patient would not have been eligible. 

When the definition of the trial population is so loose that physicians can be persuaded that it would suit 

most patients they see, we will speak of mild disease-mongering, since it does not target the trial as such, 

but medical prescription based on its outcome. However, there is also strong disease-mongering, where the 

very definition of the patient population is targeted for marketing purposes. The goal here is to find a growing 

group of patients where we can reach a statistically significant difference between treatments. Inasmuch as 
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the latter is obtained, there will be grounds to get regulatory approval for the drug and sell it to this larger 

audience. 

Behind the two types of disease-mongering we have distinguished we will find two classical problems in 

statistical methodology: the reference class problem and the dichotomy between substantive and statistical 

significance. Mild disease mongering occurs when the set of eligibility criteria is vague enough as to allow the 

inclusion of patients that, under a more strict definition of the disease, would not qualify as members of the 

trial population. Strong disease-mongering exploits the confusion between clinical and statistical significance: 

if we judge how good a treatment is only on the basis of the statistical difference between the outcomes 

observed in a trial, we might declare a treatment effective without a real assessment of how important that 

difference is from a clinical standpoint. For none of these problems there is a purely statistical solution. 

In order to substantiate our claims, we present our two types of disease-mongering through two case 

studies. The best-selling tranquilizer Valium will illustrate how sales can be boosted by over-prescription 

beyond the populations originally targeted in a trial. The development of the first generation of statins will 

show how the trial population was expanded in search of statistically significant results that allowed sales to 

increasing audiences. By way of conclusion, we will discuss some possible solutions to both mild and strong 

disease-mongering. 
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This paper articulates convergent perspectivism as an account of experimental neurobiology that makes 

sense of the multiplicity of different experimental protocols for the study of presumably identical phenomena 

employed in the field. The thesis is that such multiplicity is necessary under considerations for the validity of 

animal models which are the main experimental tool in the field. Animal models in neurobiology are used as 

representational models in which the experimental animals serve as proxies for humans. Their 

representational validity is established through a validation strategy which requires the results of multiple 

integrated experiments aiming at explaining identical phenomena to converge. 

I develop this account in response to the challenges Sullivan (2009) raises for the validity of the knowledge 

produced in experimental neuroscience as well as for the philosophical accounts of the unity of the discipline. 

Sullivan argues that neither ruthless reduction nor mosaic unity – the main competitors for an account of the 

unity of neuroscience proposed by Bickle (2006) and Craver (2007) respectively – adequately handle the 

multiplicity of experimental protocols in neurobiology. On her account, the profound lack of uniformity of 

experimental designs and protocols in neuroscience precludes the reliable translation of knowledge claims 

produced in the idiosyncratic context of one laboratory to effects produced and studied in another 

laboratory. 

This, according to Sullivan, stands in the way of integration of neurobiological knowledge. She thus 

concludes that a unified account of neuroscience is not likely to be successful. 

While a disunity of neuroscience would not be considered necessarily bad for the discipline, Sullivan insists 

that it also puts in jeopardy the validity of the extrapolation of knowledge claims articulated on the basis of 

laboratory animal experiments to the targeted naturally occurring phenomena. If this is indeed true, one will 

have to agree with Sullivan that contemporary neurobiology – and thus neuroscience – is in a state of crisis. 

This is a serious challenge for the legitimacy of neuroscientific knowledge itself which has to be addressed by 

experimental neuroscience as well as philosophy of neuroscience. 

While it is easy to agree with Sullivan that the main competitors for the account of the unity of 

neuroscience fail to provide it, the inference that this is so because neuroscience is in a state of crisis needs 

a cautious examination. Neurobiology is indeed characterized by a multiplicity of experimental designs and 

protocols. However, the careful study of the experimental practices of neurobiology shows that it is not due 

to negligence. The multiplicity of experimental designs and protocols is purposely pursued by practicing 
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experimental neurobiologists and they have good reasons to maintain it. Thus, my purpose in this paper is to 

articulate the epistemic justification for maintaining a multiplicity of experimental protocols in neurobiology. 

In doing so, I will show that neuroscience is far from being in a state of crisis. 

Furthermore, I will show that Craver’s and Bickle and colleagues’ accounts of the unity of neuroscience 

fail not because the discipline is in a state of crisis. They fail because each of them focuses on a narrow set of 

experimental practices and the conclusions they draw on this basis simply do not generalize to the entirety 

of the discipline. While Craver studies experiments aiming at articulating entities and mechanisms underlying 

neuro-cognitive phenomena, Bickle and colleagues focus on experiments that aim at identifying causal 

relationships between the neuro-physiological entities that produce those neuro-cognitive phenomena. 

However, both approaches neglect the need to explore the experimental practices employed by 

neurobiologists in the validation of the animal models they use to articulate knowledge about the human 

nervous system. 

This validation is a prerequisite for the success of the knowledge claims produced via the experiments 

studied by Craver and Bickle. My analysis shows that in the process of validation of animal models as 

representations of human conditions neurobiologists intentionally construct multiple experimental 

arrangements to study the phenomena they explore from multiple partially overlapping perspectives. The 

results produced this way, if they converge sufficiently, can be integrated. The technical term used by 

neurobiologists to designate these integrated experimental perspectives is “test batteries”. Test batteries 

are semi-standardized sets of tests, which often overlap with respect to the functions they measure, used in 

neurobiology to study the targeted neuro-physiological phenomena. Vorhees (1996) argues that the 

employment of different tests for measuring the effects studied in neurobiological animal models provide 

converging data on a given functional domain targeted for study. This strategy ensures that the measured 

effects are not artifacts of the experimental setup. 

The analysis of this practice of validation of animal models motivates my articulation of the principle of 

convergent perspectivism as a principle for maximizing experimental knowledge in neurobiology that justifies 

the multiplicity of experimental protocols employed in the discipline. According to convergent perspectivism, 

neurobiologists should employ multiple experimental designs and tests for the study of the targeted neuro-

cognitive phenomena in order to validate the knowledge claims they articulate on the basis of experiments. 

When the results of the multiple experimental perspectives converge, the knowledge claims thus produced 

are considered validated. For this reason, maintaining the multiplicity of experimental designs and protocols 

in neurobiology is not a sign of crisis. It is rather a sign of thriving of the discipline. 

Convergent perspectivism addresses Sullivan’s challenge for the validity of neurobiological knowledge. It 

also puts a common denominator under the two traditionally competing account of the practice of 

neuroscience, Craver’s and Bickle’s. They both identify the need for employing multiple experimental 

approaches to the explanatory targets in neuroscience. For example, Craver (2007) argues for the desirability 
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of the employment of multiple techniques for detecting the components of mechanisms the description of 

which is the ultimate goal of experimentation in neuroscience on his account. Craver’s purported rival – Silva 

and Bickle (2009) and more recently Silva, Landreth and Bickle (2014) – is explicit about the importance of 

the convergence of results of multiple experimental approaches for the articulation of causal explanations in 

neuroscience. Convergent perspectivism, thus, provides a promising platform for articulating a philosophical 

account of the integration of knowledge in – if not unity of – neuroscience. 
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During the major part of the 20th century, investigations about biological inheritance were dominated by a 

gene-centered vision, according to which duplication and transmission of parental genes is the sole 

mechanism responsible for transgenerational similarities (Mameli, 2004). However, this vision has been 

seriously challenged for the last two decades. Whereas many studies have been dedicated to epigenetic, 

ecological or symbiotic channels ensuring the transmission of traits across generations, inclusive conceptual 

frameworks have been proposed to take into account non-genetic systems of inheritance and the related 

diversification of biological legacies. 

Some leading thinkers have adopted an informational perspective according to which these legacies 

include genetic and non-genetic information contributing to phenotypic resemblance across generations 

(Jablonka, 2002; Jablonka & Lamb, 2005; Shea, 2007; Danchin et al., 2011; Mesoudi et al., 2013). Other have 

defined inheritance in terms of stability or availability of genetic and non- genetic developmental resources 

(Griffiths & Gray, 1994; Oyama, 2000; Stotz, 2010). As required by studies on ecological inheritance, most of 

these important contributions include elements traditionally belonging to environment in the category of 

inherited determinants. However, such an inclusion overrules a key theoretical requirement in the studies 

on inheritance, which consists in keeping a clear line of demarcation between biological systems – and 

consequently biological lineages – and their environment, even if this environment is involved in the 

reoccurrence of traits and can be stabilized by previous generations. While current frameworks resort to an 

evolutionary argument to capture the limits of the extended phenomenon under investigation (see Griffiths 

& Gray, 1997; Griffiths, 2001; Stotz, 2010 for DST accounts; see Jablonka, 2002; Shea, 2007 for informational 

accounts), I propose an alternative theoretical argument. 

The main purpose of this paper is to outline the contours of an organizational perspective on extended 

inheritance. Based on theoretical studies on biological organization (Locke, 2001; Mossio et al., 2009; Mossio 

& Moreno, 2010) and extended physiology (Turner, 2002, 2004), this perspective allows thinking about 

diversified and spatially extended biological legacies – including genetic and non-genetic  determinants  –  

while  maintaining  a  theoretically  indispensable line of demarcation between biological systems and their 

conditions of existence. In this context, this line of demarcation is outlined by an organizational criterion, and 

by the related theoretical distinction between organizational constraints and environmental resources. 

Biological legacies are restricted to persisting organizational constraints – like genes and gene’s products, 
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niche’s artefacts, symbionts, etc. – which collectively determine the maintenance of an extended 

organization within and across generations of composite biological systems. Persisting constraints, whose 

causal role is to harness flows of matter and energy so as to allow what contemporaneous biologists would 

call a “thermodynamically open system” to keep producing its components, belong to successive biological 

systems. They must be distinguished from the stable resources they contribute to exploit, even if these 

resources are stabilized or modified by biological lineages. As a result, extended inheritance is neither defined 

as transmission of information across generations nor as stability of a set of developmental resources; it 

rather appears as persisting extended organization. 

The well-studied case of symbiotic transmission is presented as a paradigmatic system for an 

organizational perspective on extended inheritance. Whereas persisting symbionts are known to complete 

metabolic pathways and to ensure other physiological functions in the composite system they form with their 

host (Gilbert, Sapp & Tauber, 2012), the specific example of persisting shared metabolism between hosts and 

symbionts provides an interesting example of persisting extended organization. It also relevantly illustrates 

the theoretical difference between persisting constraints and stable resources. In this case, persisting 

microbial partners ensure biosynthesis and nutriments degradation for their host (Turner, 2004; Margulis & 

Sagan, 2001; Douglas, 2009: 43; Hansen & Moran, 2011). In doing so, they co-determine nutrients channeling 

across generations of composite biological systems and appear as organizational constraints which are not 

to be mistaken with the stable resources they contribute to harness. From an organizational point of view, 

these persisting microbial partners are genuine parts of composite biological systems and of diversified 

biological legacies, be they transmitted vertically or recruited in the environment. In the same way, other 

‘environmental’ elements having the theoretical status of constraint will be included into composite 

biological systems and into diversified biological legacies. 

To sum up, the aim of this paper is to draw the contours of an organizational account of extended 

inheritance, which appears as an alternative to other conceptual frameworks. In this perspective, extended 

inheritance is defined as persisting extended organization. Biological legacies are restricted to persisting 

organizational constraints whose specific causal role is to harness flows of matter and energy across 

generations of composite biological systems. The new line of demarcation between successive biological 

systems and their environment, which is a theoretical requirement in studies about inheritance, is outlined 

by an organizational criterion and by the related theoretical distinction between constraints and resources. 

In future works, I will study the characteristics of the diverse constraints involved in extended inheritance. I 

will also address the related and difficult issue of transgenerational – i.e. temporal – boundaries between 

parents and offspring, in a context where biological systems are made of heterogeneous parts whose cycles 

of reconstruction are not necessarily synchronized (see Sterelny et al., 1996 for a similar idea). These 

elements will be of the highest importance to further assess the impact of extended inheritance on 

evolutionary thinking. Here again, the case of symbiotic transmission will be taken as a paradigmatic system.  
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Natural selection is often represented as one of the main causal mechanisms driving evolution, and is often 

modeled in biology textbooks as some kind of Newtonian force, with magnitude and direction. However, this 

picture is complicated when one takes into consideration how evolution by natural selection is constituted 

by individual births and deaths. Following a number of articles by Walsh, Ariew and Matthen, there is now a 

significant challenge that natural selection may not even be a cause, let alone a Newtonian force. Individual 

births and deaths can be described independently of natural selection. Natural selection is no causal 

propensity over and above individual-level processes; rather, it is a statistical effect, a mere book-keeping of 

the genuinely causal interactions that take place between individual organisms (Matthen and Ariew 2009; 

Walsh, Lewens and Ariew 2002; Walsh 2007). 

In the extensive literature that has ensued, the statisticalist approach has mainly been used to argue for 

a deflationary position “fitness and natural selection have no reality except as accumulations of more 

fundamental events” (Matthen and Ariew 2002, 82). In this paper I will to investigate the underexplored 

possibility of a non-deflationary statisticalist analysis of selection. This adopts the statisticalist, bottom-up 

analysis of population change, but tries to reconcile it with certain causalist intuitions. The inspiration for this 

is that, while statisticalist considerations may preclude certain naïve ways of understanding the causal nature 

of selection, causalist intuitions cannot be entirely wrong either. At the very least, it cannot be denied that 

most of biological practise is not threatened by these considerations. While it may be metaphysically 

inacccurate, it is often empirically accurate to model selection as a causal force (for example in cases of 

stabilizing selection, where component pressures cancel out). This suggests that causalist intuitions must be 

legitimate in some way. 

My approach in this paper will be to use the notion of equilibrium as a way of understanding how the 

causal nature of selection can be real, thus grounding causalist intuitions. Equilibrium is a central concept in 

modeling the behavior of complex systems. In particular, stable equilibria are empirically important because 

they act as attractors and allow for a long-term prediction of the behavior of the system, even though the 

behavior in the middle-term may be chaotic and too complex to calculate. However, they are also 

philosophically important as they can allow a well- defined direction to be assigned to a complex process. 

Thus a concept of directionality can be formulated that is grounded in a statistics of individual-level dynamics 

and that allows us to understand why natural selection can be legitimately called causal. 
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To establish such a framework, I will need to do three things. The first task will be to lay the ground by 

disentangling some different notions of causality at play, in particular process and difference-making 

causality. Each highlights a different aspect of natural selection and confusion results if these are not kept 

separate. In this paper I will focus on difference-making causality alone, mainly because this notion has been 

more controversial. Difference-making is, broadly, counterfactual dependence. The statisticalist arguments 

have endeavored to show that, even if natural selection were not present, evolutionary change would occur. 

One argument has been that natural selection is established only retroactively, by a statistical regression 

on actually occurred births and deaths (where selection is the correlation between traits and births). There 

is no description-independent way of establishing fitness or natural selection (and this is related to the 

reference class problem). Another argument has concerned the inseparability of natural selection from the 

causal processes affecting the behavior of organisms. The probabilities that characterize the possible 

outcomes by natural selection are only a measure of our ignorance of the individual-level processes 

determining the births and deaths. They do not correspond to any putative ‘causal propensity’ that could be 

used to ground natural selection. 

The second task will be to formulate the condition of equilibrium, and to show how, if it is accepted, it 

can resolve certain key issues regarding difference-making causality. For this I will use an extension of the 

Price equation to the multigenerational case. The Price equation gives an exact relationship between the 

phenotype distribution of different generations: 

𝑧𝑧̅(k+1) − 𝑧𝑧̅(k) = Cov(ω(k),z(k+1)) + E[z(k+1) − z(k)], 

where z(k) is the phenotype variable of the kth generation, Cov(ω(k),z(k+1)) a measure for howrelative fitness ω  

covaries with phenotype z , and E[z(k+1) − z(k)] the expected transmission bias. 

I will show how this equation can be simplified considerably under assumption that an equilibrium is 

reached after a certain number of generations. This assumption then allows one to uniquely define a 

direction of an evolutionary process: the tendency towards equilibrium. 

This is important because it allows one to argue that the probabilities defining fitness are not purely 

description-dependent. Neither is natural selection merely a measure of subjective uncertainty; rather, it 

reveals an objective feature of certain evolutionary processes, namely the presence of stable equilibrium. 

Natural selection is causal in the difference-making sense: if it were not present, an evolution towards stable 

equilibrium would not be observed. 

Finally I will need to argue why the equilibrium condition is a plausible assumption. To this end, I will show 

that given evolutionary change, either a stable equilibrium is reached, or if it is not, then the concept of 

fitness is not meaningful. I discuss certain results from Markov process literature, where the conditions for 

equilibrium are established (Doeblin’s theorem). From this it can be seen that the notion of equilibrium is 

intertwined with natural selection, and that this is a natural way to reconcile both statisticalist and causalist 

approaches.  
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In a seminal paper of 1974, Alan Musgrave contrasted Logical with Historical Theories of Confirmation. 

According to Musgrave, a long tradition in methodological thought, from Descartes and Leibniz to Whewell 

and Duhem, favored historical approaches to confirmation (or HTC for short) and held that a good hypothesis 

should not only account for the known phenomena (or the phenomena it was devised to explain), but should 

predict novel phenomena besides. According to modern ‘orthodoxy’, on the other hand, all that matters in 

assessing the support of a hypothesis is the hypothesis itself, the empirical evidence, and the logical relations 

between both. This latter approach Musgrave called a (purely) logical theory of confirmation (or LTC for 

short). In particular the question of the evidential weight of successful predictions as opposed to 

accommodations is still lively debated (Douglas & Magnus 2013) – and still open. 

I shall argue that the present debate on predictivism vs. accommodationism is not identical (although 

obviously connected) to the pivotal question Musgrave raised, viz., whether to prefer logical or historical 

theories of confirmation, and on what grounds. In fact, despite the growing number of suggested 

explanations of the (supposed) evidential weight of predictions, the debate on predictivism has ceased to 

address this more fundamental issue – and not, or so I shall argue, for fully convincing reasons. 

First, I shall try exemplarily to show that basically all major participants in the present debate – advocates 

and critics of predictivism alike – accept and rely on logical approaches to confirmation (1). Secondly, I shall 

consider the main reasons for this preference for LTC, and shall propose that partly the arguments beg the 

question against adherents to HTC, partly the cogency of the arguments is disputable or unsettled, and I shall 

indicate possible responses to these objections (2). Finally, I shall discuss the prospects of HTC and conclude 

that, from a pragmatist point of view, HTC are not nearly as counter-intuitive as they are widely believed to 

be (3). 

 

1. 

‘Predictivism’ holds that successful predictions of novel phenomena carry special epistemic weight. At first 

sight, predictivism could be conceived of as a special case of HTC; but it is plain that there is more to HTC 

than predictivism: for instance, the methodological rule of predesignation of statistical tests (Peirce 1883) as 
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well as generativist methodologies (e.g., Nickles 1989) are different versions of HTC; thus, HTC is the wider 

concept. But on the other hand, not all champions of predictivism would necessarily adhere to HTC, at least 

not in Musgrave’s sense – I shall argue that, on the contrary, most participants in the predictivism debate 

rely on LTC. That this holds for those who deny a special value of predictions is plain. But also amongst 

predictivists there is a widespread consensus that (a) predictivism is in need of ju- stification and (b) that the 

means of this justification lies in reducing the alleged value of predictions to logico-structural relations 

between theory and evidence. In other words, predictions count because successful predictions are 

connected (a sign or indicator) for other, genuine epistemic values, and insofar only of ‘instrumental’ (Dou- 

glas/Magnus) or ‘symptomatic’ (Schindler) value. There is, to be sure, no consensus as to what epistemic 

values in particular predictions are an indicator of: severe tests (Mayo), explanatory power (Harker), 

avoidance of ‘over-fitting’ (Hitchcock/Sober), or all of them, depending on the context (Douglas/Magnus). – 

John Worrall’s version of predictivism is a special case. Worrall holds hat only use-novel evidence can 

genuinely support a theory (is this respect, his claim is much stronger than modest predictivism); but at the 

same time, he considers the actual historical development unimportant. What matters is not, whether some 

evidence has been used to develop a theory (or fix a parameter), but whether it could have been used: thus 

Worrall, too, favors LTC. 

 

2. 

Since the debate on predictivism is a debate nearly exclusively amongst adherents of LTC, it comes as no 

surprise that the arguments against HTC are rarely fully articulated. One might distinguish logical and 

empirical considerations. Logical ob- jections to HTC mostly refer to (a) the lack of a rationale for HTC, (b) the 

claim that an evidential weight of ‘contingent’ historical facts is counter-intuitive, and (c) the claim that “from 

a logical point of view, the strength of the support that a hypothesis receives from a given body of data should 

depend only on what hypothesis asserts and what the data are.” (Hempel 1965) I shall argue that these logical 

objections are not cogent: (a) leads to a circular justification (either it reduces the value of predictions to 

other historical facts, in which case it will beg the question against proponents of LTC; or it reduces it to 

logico-structural values (as above), thereby explaining the value of historical facts away. (b) simply begs the 

question against proponents of HTC (besides, the history of methodology shows that the intuition that 

historical facts are clearly irrelevant to confirmation is of quite recent origin). (c), finally, is plainly false 

(Duhem). 

I shall argue that the ‘empirical’ objections to HTC are more cogent, and discuss the most prominent ones 

and sketch possible rejoinders: (d) scientists don’t usually refer to historical facts when assessing the merits 

of hypotheses; (e) scientists often feel comfortable to assess theories even without knowledge of the 

historical circumstances of their development; (f) HTC are not compatible with the objectivity of science; (g) 

HTC are not the only game in town and inferior to LTC. 
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3. 

Finally, I shall briefly consider the prospects of HTC in general. In particular, I shall propose that HTC are 

wrongly considered counter-intuitive: ‘contingent’ historical facts about the development of a theory are 

correctly regarded as irrelevant (if only due to the meaning of ‘contingent’); but historical facts are only 

contingent if one assumes that there are no rules or patterns of development in science whatsoever (a claim 

which contradicts much of the practice of philosophy of science, and most theories of scientific development 

except for, perhaps, Darwinian approaches). That there is no algorithm for discovery and theory-formation 

is granted; but from an pragmatist point of view one might very well argue that we (and researchers in 

particular) know more about the process of research and its patterns than about the outcomes. This would 

explain the intuitive appeal that HTC – rightly – had and still has. 
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According to one of the main anti-realist arguments, the pessimistic meta- induction, we have reason to 

believe that our current theories are just as false as their predecessors. Proponents of this argument draw 

attention to a list of theories that were once regarded as highly successful, yet ended up being discarded and 

replaced by radically different ones. Scientific realists, in response, have argued, fi that the anti-realists’ list 

is too permissive, and ought to be restricted only to theories that enjoyed ‘genuine’ success, which, according 

to realists, consists in a theory’s ability to make (use-) novel predictions, i.e. predictions that played no role 

in the generation of the original theory. Second, in dealing with the remainder of the so diminished list, real- 

ists have proposed and endorsed a variety of selective realisms (notably those of Kitcher, Worrall, and Psillos) 

which emphasise the carrying over of stable and continuous elements from earlier to later theories and which 

are then used to argue for the approximate truth of those earlier theories. 

In this paper, I argue that neither realist nor anti-realist accounts of theory- change can account for the 

transition from zymotic views of disease to germ views. I begin by explaining the zymotic theory of disease, 

one of the most sophisticated and popular versions of the mid-nineteenth miasma theory. The zymotic 

theory theory drew on some of the most successful science at the time, such as Liebig’s chemical theories, 

thereby allowing it to propose highly detailed mechanisms about the exact manner of disease causation. 

According to the zymotic theory, diseases occur as a result of introducing into the body various zymotic 

materials, either through direct inoculation or through inhalation after being dispensed in the air. Essentially, 

these zymotic materials were thought to be putrefying organic matter that would communicate its process 

of decomposition to pre-existing materials in the victim’s blood where it would act in a manner similar to 

ferment, thus causing diseases. 

After explaining the basics of the zymotic theory, I then show (i) that the zymotic theory and it successor, 

the germ theory, are strikingly different in almost every respect and (ii) that, despite the fact that the zymotic 

theory was so different from its successor, it was highly successful. Moreover, I show (iii) that this is so even 

according the realists’ own, more stringent, criterion of success as consisting of use-novel predictions. Some 

examples of such use-novel predictions were the zymotic theory’s predictions about what geographical 

regions ought to be affected by diseases to what degrees, and, strikingly, a number of numerically very 

precise predictions resulting from Farr’s so-called elevation law of 1852, relating cholera mortality and the 

elevation of the soil. Other novel predictions concerned the course and duration of epidemics, the relation 
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between population density and disease morbidity and mortality, the relation between mortality rates and 

different occupations, and relations between mortality from various diseases and age. I argue, however, that 

despite the zymotic theory’s successes, realists cannot account for the zymotic case. According to selective 

realists, precisely those parts that were indispensable to a theory’s genuine success are the ones that ought 

to be retained; yet, as I show, there is no discernible continuity between the zymotic theory and the germ 

theory: the zymotic theory had an entirely different ontology and structure from that of the germ theory, 

and it was also radically conceptually different in other ways, such as in its focus on processes of decay as 

opposed to pathogenic entities. Thus, there were no stable or invariant elements that were carried over from 

the zymotic to the germ theory: neither its entities, nor its mechanisms or laws, nor its processes, or even 

the structure of diseases themselves was retained. 

It thus appears that the zymotic theory is exactly the kind of case that anti-realists are looking for as 

support for the pessimistic meta-induction: it was highly successful, discarded, and had very little in common 

with its successor. However, I argue that, in fact, anti-realists fare no better than realists, since there was also 

no radical conceptual change or discontinuity between zyme and germ views: despite the fact that the 

zymotic theory and the germ theory – viewed as fi products – are radically diff t, the transition from the 

former to the latter was neither radical nor sudden. 

To make this point, I show that there were no clearly defi and opposing germ and anti-germ research 

programmes, as is often claimed; in particular, there was no switch from one of these views to the other, 

but, instead, a gradual transition during which diff  t aspects of a number of germ views were slowly 

assimilated into the zymotic theory. Elements of zymotic and germ views co-existed for some time, until, 

eventually, various parts of the zymotic theory were discarded, little by little, as increasingly well-defined 

versions of the germ theory emerged and started taking hold. The specific examples I use to argue for this 

position are (i) the changing views about the media of disease transmission, (ii) the changing views about the 

nature of zymes, and (iii) the change from chemical views of disease to biological ones. I conclude that neither 

realist nor anti-realist views can adequately account for the transition from zymes to germs. However, I argue 

that the problem lies not with specific realist or anti-realist proposals, but, rather, with an unwarranted 

assumption they both share, namely the assumption that there are well-delineated theories that can be 

compared and assessed on terms set by the realism-debate in the fi place, an assumption that does not hold 

in this case. 
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So-called New Mechanists (e.g., Bechtel, 2008b; Craver, 2007) argue that the norms and methodology of 

philosophical accounts of scientific explanation should be modeled on the mechanistic explanatory practices 

of the life sciences (biology being the paradigmatic example). Bechtel and Abrahamsen (2010) have offered 

perhaps the most constructive characterization of mechanism: 

A mechanism is a structure performing a function in virtue of its component parts, component operations, 

and their organization. The orchestrated functioning of the mechanism, manifested in patterns of change 

over time in properties of its parts and operations, is responsible for one or more phenomena. (p. 323) 

According to the New Mechanists, psychological explanation should likewise proceed by describing the parts, 

operations, and the organized functioning of the relevant neural and biochemical structures that are 

responsible for psychological phenomena (e.g., Bechtel, 2008b). 

However, a simple adoption of methods and norms found in biology isn’t a straightforward matter for 

explaining psychological phenomena. If we consider biological phenomena, we see that explanations involve 

material transformations (e.g., moving ions, oxidizing a substrate, activities of proteins). However, if we look 

at the sorts of phenomena that are of interest to psychologists, we see that they don’t fit this model of 

explanation quite so well. Indeed, many phenomena that interest cognitive psychologists concern 

transformations of information, where structures and processes of underlying substrate is less important 

than what the information is about (Bechtel, 2008a, 2009). As such, the methodology of psychology typically 

differs from that of biology. Instead of attempting to identify physical loci and material transformations, 

psychologists typically attempt to identify the functional systems that are responsible for taking information 

as input and producing outputs, and then hypothesize about how the information is transformed by these 

systems (Cummins, 1983, 2000). 

Even though they don’t deliver the right sort of explanation for mechanistic philosophers, functional 

analysis and information-processing models of psychology are understood to be useful insofar as they 

facilitate transitioning to mechanistically explaining psychological phenomena as science advances (Bechtel 

2008a; Piccinini & Craver, 2013). However, I argue that the disconnect between mechanistic explanation and 

psychological explanation is more severe than what these mechanist philosophers make it out to be, and that 

this gives us pause to consider the limits of mechanistic explanation. I pose two problems in particular that 

show how psychological phenomena preclude mechanistic explanation. 
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I first turn to a problem concerning the relevant entities in psychological explanation. A central feature of 

mechanistic explanation is that the mechanism, whatever it happens to be, must be identified in terms of a 

system’s parts, operations, and the organized interaction of these. Yet, psychological entities don’t seem to 

be of an ontological type to fit this description. Therefore, it is questionable whether psychological 

phenomena are amenable to mechanistic characterization. To illustrate, I discuss a specific sort of 

psychological phenomenon that is particularly germane to psychological explanation: inference. Inference is 

commonly conceived as a mental act of adding new beliefs and/or giving up old beliefs in light of other held 

beliefs (Harman, 1986; Boghossian, 2014; Rips, 1998; Evans, 2013). This characterization of inference puts 

contents as the driving force—what’s important is what the beliefs are about, and the role this plays in belief 

change, and not how the relevant beliefs and inference are realized. 

Secondly, inference requires that one’s representations must be appropriately transformed—one must 

adopt/reject a belief because of a semantic relation that holds between it and other held beliefs, and a simple 

causal-mechanical relation won’t do. But this admits a normative vocabulary that can’t be captured in 

mechanistic terms. When we ask why S made the inference she did, we are asking for reasons why S came 

to adopt the belief(s) she did, not for the mechanisms that made it possible or gave rise to it. Put another 

way, mechanistically explaining inference is possible only if we reconstrue what it is we are trying to explain—

are we attempting to explain why S inferred what she did, or how S’s neural systems give rise to beliefs and 

how these are altered in a manner that we recognize as inference? Going from the former to the latter would 

entail a shift in the explanatory question from why to how, which is consistent with the mechanists’ 

programme (Bechtel, 2008b). But this shift means that mechanistic explanation isn’t addressing the same 

questions that philosophers and psychologists typically address. 

These arguments are reminiscent of the classical debates over psychological reduction, but the purpose 

of the present paper is not to explicitly revisit these debates. Rather, it is to show that mechanistic 

explanation is incomplete for psychological phenomena. In exposing the limits of mechanistic explanation, I 

go on to develop a view according to which scientifically explaining psychological phenomena requires 

different sorts of explanations, mechanistic explanation being just one of several. To explain inference, for 

example, we may need in addition to mechanistic explanation, rational explanation (explaining the reasons 

for belief change), semantic explanation (explaining what kind of belief change is inference), functional 

explanation (explaining how belief states function to enable inference), and representational explanation 

(explaining how manipulations of representations can effect changes in belief content). This position is 

developed in reference to Wimsatt’s (e.g., 2007) notion of robustness, where a wide range of means of 

detecting a phenomenon provides corroboration of its existence, and increasing the means of detection 

increases our understanding of the phenomenon. In short, to achieve robust explanations of psychological 

phenomena, we will need to go beyond mechanistic explanation to reveal how different varieties of 
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explanations explain different aspects of the relevant psychological phenomena, and how these explanations 

relate to each other in order to increase our understanding of the phenomena. 

I conclude by drawing lessons for scientific explanation generally. My analysis shows that scientific 

explanation itself is a complex phenomenon. We might apply the New Mechanists’ motivation to pursue 

mechanistic explanation to explanation itself, whereby scientific explanation is (ought to be?) realized by the 

orchestrated activity of many different parts, i.e., different explanations that target different facets of the 

explanandum phenomenon. 
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The problem of measurement is a central issue in the epistemology and methodology of the physical sciences. 

While our epistemic access to the phenomena is supplied by theories and models, this access is primarily 

achieved through experimentation, and hence measurements play a fundamental role in the construction of 

our scientific knowledge. 

Physical theories typically consist of principles, laws, and equations that are expressed in mathematical 

form and that include parameters representing relevant physical quantities such as velocity, pressure, and 

temperature, as theoretical terms. Although such quantities are already sufficiently interpreted within each 

theory, they become meaningful only when they are related to some measurement procedure. But the 

parameters that appear in scientific theories and equations are not pre-existing quantities. As the history of 

science illustrates, simple quantity terms of our scientific knowledge that we take for granted, and the 

instruments that we use to measure them, actually arise as outstanding achievements of our scientific 

conceptualization and technical progress. Their individuation as parameters for the relevant laws and 

equations often goes together with the creation of the corresponding measurement procedures. 

Furthermore, measurement procedures are grounded on, and heavily depend on, a pre-constituted 

conceptual framework, which in turn they themselves contribute to forge: in other words, measurements 

are theory-dependent. At the same time, though, scientific theories are empirically tested by means of 

measurements. That raises a threat of circularity, in that the reliability of the measurement procedures used 

in scientific theories is often established by appeal to the same theories that are supposed to be confirmed 

by such measurements. In this context, it thus becomes crucial to determine the conditions for the objectivity 

we ascribe to our scientific theories. 

This task is closely related to the problem of scientific representation. Thus, a condition for the objectivity 

of scientific knowledge rests on the ability to coherently represent the behaviour of measured objects as a 

good approximation of a theoretical ideal, which appears as some form of “natural prior” with respect to 

actual measurements. Measurement outcomes can be inferred from instrument indications only against the 

background of an idealised model, which strictly depends on the scientific theory in use. What one obtains is 

thus a construct, rather than a “brute fact”. In order to enhance the understanding of scientific knowledge, 

one then ought to investigate the adequacy of the representation of such a construct in the process of 

measurement and within the conceptual model that accommodates it. In his Scientific Representation (2008), 
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van Fraassen has indeed emphasised how measuring should be considered as a form of representation. In 

fact, every measurement pinpoints its target in accordance with specific operational rules within an already-

constructed theoretical space, in which conceptual interconnections can be represented. So, this “logical 

space” provides the range of possible features pertaining to the measured items described in the domain 

and in the language of the relevant theory. Without this space of pre- ordered possibilities there can be no 

objects of representation for us. In this sense, the act of measuring is “constitutive” of the measured 

quantities as it allows for the coordination of mathematical quantities to “pieces of reality,” thereby providing 

meaning to the abstract representations through which we seek to capture physical phenomena. 

In recent years, there has been a revived interest in the notion of “coordination” especially in relation to 

the issue of scientific representation as van Fraassen has described it in his (2008, ch. 5). In this connection, 

Hans Reichenbach’s 1920 account of coordination has revealed to be particularly interesting. In his early 

work, however, the idea of “coordination” was employed not only to indicate a class of general, theory- 

specific fundamental principles such as the ones suggested by Michael Friedman’s account of a relativized a 

priori, but also to refer to a number of other “more basic” principles. In Reichenbach’s early work, these 

“basic” principles are related not much to the structural features of a theory, but rather to the conceptual 

presuppositions required in order to approach the world through measurement in the first instance. Those 

basic principles are primarily necessary to translate the unshaped material from perception into some 

quantities that can be used within the mathematical language of physics. Quite interestingly, in his early 

writings many of these coordinating principles are conceived as preconditions both of the individuation of 

physical magnitudes and of their measurement. In other words, they are not limited to the definition of 

quantity terms but they also involve the individuation of what these quantity terms are supposed to be 

coordinated to. 

The aim of this paper is to reassess Reichenbach’s approach to coordination and to the representation of 

physical quantities in light of recent literature on measurement and scientific representation, in contrast to 

the work of van Fraassen and of Friedman. 
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Classical logic can only deal correctly with reasoning about closed systems, whereas the world described by 

science is an open and dynamic system. Therefore most patterns of scientific reasoning, such as inferences 

about causation, abduction, model fit, etc. are ceteris paribus and in principle defeasible. However, this does 

not imply that logic and theory of science must be separated forever. There is a promising and refreshing 

trend in current logic which takes the actual reasoning of human beings seriously. This movement has been 

dubbed a cognitive turn in logic, see (Benthem, 2008), or a naturalization of logic, see (Woods, 2013). 

Common to this trend is a renewed interest in investigating the tension between the descriptive and 

normative aspects of logic, and an interest in strategies of coping with anomalies of traditional (classical and 

non-classical) logics which go beyond mere gesturing towards pragmatics. In this paper, I approach this call 

for a de-idealization of logic from a philosophy of science angle. A de-idealization of logic will require that 

logicians must come down from the ivory tower of their formal modelling and take a new look at actual 

reasoning in its natural (or perhaps social) context. However, it has been suggested at least since Kuhn that 

science does not deal directly with objects in themselves but with versions of objects which are at least 

partially shaped by the very scientific approach to them. As a consequence,   naturalization is not an 

unproblematic term. Since we do not have direct access to our own naked reasoning, it is not just a matter 

of adopting empirical methods in order to establish adequacy between formal logic and natural reasoning.  

Rather, the process of establishing any object as an object of scientific inquiry, whether in natural science or 

in logic, is itself one that involves a preparation process which consists in a delimitation, abstraction and 

idealization of said object. As a seemingly simple example, take the preparation process leading from 

everyday language to logical inferences in semantical accounts of classical propositional logic.  In the first 

step, we delimit the set of syntactically possible sentences to declarative sentences, leaving out e.g. 

imperatives and interrogatives. Then we abstract from most features of declarative sentences to arrive at 

the idea of a propositional content. Then we abstract further to the idea of a truth value. Then we idealize 

by concentrating only on sentences which can be regarded as instances of generic objects capable of having 

a truth value. In a further step of the process we delimit the theoretical context such generic objects can 
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interact within via the classical connectives and rules of inference.  At all steps of this process, choices are 

made which themselves require theory to be justifiable. For example, a syntactical categorization dividing 

sentences into declaratives, interrogatives, imperatives, etc., must be theoretically grounded in linguistics.  

In general, what do we do to prepare and delimit the objects of reasoning? What aspects do we isolate and 

how do we remove irrelevant and disturbing factors? How is reasoning shielded from disturbing contextual 

factors? Such questions are the focus of the first part of this paper. 

A further problem with requiring a naturalization of logic is that if we do not want to give up the normative 

aspect of logic we can never define reasoning in completely naturalistic terms. Giving up this aspect and 

reducing logic to empirical psychology or cognitive science, seems either to imply giving up any concept of 

reasoning being correct which could have devastating consequences for mathematics and philosophy, or to 

shift the role of a normative justification of reasoning to these sciences which is equally problematic. Even if 

we grant that natural language or cognitive processes can provide empirical triggers for a de-idealization of 

logic, such a process must be seen as a possibly revolutionary intervention with core elements of our current 

understanding of reasoning. In order not to revert to a state of unclear informal reasoning, following de-

idealization there is a need for a subsequent step of re-idealization. However, this step is, 

perhaps not surprisingly, proving itself rather difficult. In philosophy of science, we do have important studies 

of ceteris paribus reasoning, see e.g. (van Benthem, Girard, and Roy, 2009), abduction, see e.g. (Aliseda, 

2006), causation, see e.g. (Pearl, 2009) and default reasoning, see e.g. (Horty, 2012), also (Woods, 2013). 

However, although these studies seem to indicate that what is needed is a proper account of defeasible non-

monotonic reasoning and that the boundary between pragmatics and semantics must be reinterpreted, there 

is as of yet no single satisfactory account of such reasoning in any of these areas, despite obvious merits of 

the various accounts mentioned above. Why is this? I first look at several kinds of scientific interventions of 

increasing depth (normal scientific/hypothetico-deductive interventions, definitional interventions, and 

interventions regarding interpretation of simple terms). In the second part of the paper, I argue that a de-

idealization and subsequent re-idealization of logic will require an intervention of a deep kind. More 

specifically, I argue for a de-idealization of logic by reinterpreting its simple terms via awareness of the fact 

that they are objects constituted by the preparation process outlined in the first part of the paper and a 

subsequent re-idealization of logic which is aimed at establishing patterns of correct reasoning within the 

general context suggested by recent studies of non- monotonic reasoning. 

 

References 

A. Aliseda, 2006, Abductive Reasoning. Logical Investigations into Discovery and Explanation, Springer. 
J.F. Horty, 2012, Reasons as defaults, Oxford University Press. 

J. Pearl, 2009, Causality, 2nd edition, Cambridge University Press. 
J. van Benthem, 2008, ‘Logic and Reasoning: Do the Facts Matter?’, Studia Logica, 88: 67–84. 



Abstracts  Symposia & Contributed Papers IV 
 Thursday 15:30 – 17:30 

 

179  

J. van Benthem, Girard, P., and Roy, O. 2009. Everything else being equal: A modal logic for ceteris paribus 
preferences. Journal of Philosophical Logic 38(1):83–125. 

J. Woods, 2013, Errors of Reasoning - Naturalizing the Logic of Inference, College Publications. 
  



Abstracts  Symposia & Contributed Papers IV 
 Thursday 15:30 – 17:30 

 

180  

 
A Logic for the Discovery of Causal Regularities 

 

MATHIEU BEIRLAEN 

Ruhr University Bochum 

mathieubeirlaen@gmail.com 

BERT LEURIDAN 

University of Antwerp 

bert.leuridan@uantwerpen.be

 
In the past decades a large number of search algorithms for causal discovery has been developed. Perhaps 

the most influential theoretical framework for developing such search algorithms is the causal Bayes’ nets 

framework which has given rise to, among many others, the IC- and IC∗-algorithms by Pearl (2000, 2009) and 

the SGS-, the PC- and the IG-algorithms by Spirtes et al. (2000). As is well-known, these algorithms are based 

on a number of axioms, to wit the Causal Markov Condition and the Faithfulness Condition (which is also 

known as Stability ).1 

These conditions or axioms are not absolute. In the words of Spirtes et al. (2000, 9): “The Markov 

Condition is not given by God; it can fail for various reasons [...]. The reliability of inferences based upon the 

Condition is only guaranteed if substantive assumptions obtain. But the Condition is weak enough that there 

is often reason to think it applies.”2 One domain in which the Causal Markov Condition fails, comprises 

deterministic causal structures (Baumgartner, 2009, 72). Such deterministic structures may also violate Faith- 

fulness (Spirtes et al., 2000, 81ff). 

In our paper we present a logic, called ELIMr, for the discovery of deterministic causal regularities starting 

from empirical data. It is an adaptive logic (we shall shortly explain what this means) that is inspired by 

Mackie’s theory of causes as inus-conditions. 

Mackie’s theory of causes as inus-conditions is not probabilistic. It focusses on deterministic causal 

relations at the generic or type level. From Mill, Mackie borrows the idea that causation is seldom, if ever, an 

invariable sequence or regularity between a single antecedent (e.g. a short circuit) and a single conse- quent 

(e.g. a fire). Instead, it is often the case that the effect P occurs when some conjunction of factors (e.g. ABC; 

a short circuit, the presence of oxy- gen, the presence of inflammable materials) occurs, but not when any of 

these conjuncts fails to occur. Moreover, alternative conjunctions of factors (e.g. the conjunctions DGH and 

JKL) may also be followed invariably by P . A, in this example, is an insufficient but non-redundant part of an 

unnecessary but sufficient condition for P . In short, using the first letters of the italicized words, it is an inus-

condition for P . 

                                                           
1For the Causal Markov Condition, see Spirtes et al. (2000, 54) and Pearl (2000, 30); for the Faithfulness Condition or 
Stability, see Spirtes et al. (2000, 56) and Pearl (2000, 48) respectively. 
2In this quote they discuss the Markov Condition, but their claim applies to the Causal Markov Condition as well. 
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Mackie stresses the fact that our knowledge of complex causal regularities is seldom, if ever, complete. 

“What we know are certain elliptical or gappy uni- versal propositions.” (Mackie, 1974, 66) Moreover, he 

writes that “the elliptical character of causal regularities as known is closely connected with our charac- 

teristic methods of discovering and establishing them: it is precisely for such gappy statements that we can 

obtain fairly direct evidence from quite modest ranges of observation.” (Mackie, 1974, 68) 

The logic to be presented in this paper will serve as an explication for Mackie’s views on these 

‘characteristic methods’. As we will show, the gappy or elliptical character of our causal universal 

propositions gives the discovery of such propositions an interesting dynamics for which adaptive logics are 

well-suited. 

Adaptive logics are tools for formalizing defeasible reasoning. They have been used to model a wide 

variety of reasoning patterns including explanatory reasoning, inductive generalization, and reasoning in the 

presence of inconsis- tencies. Moreover, Pearl’s IC-algorithm has served as the basis for ALIC, an adaptive 

logic for causal discovery (Leuridan, 2009). These patterns are non- monotonic: conclusions drawn from a set 

of premises may be withdrawn in the light of additional information (new premises). Adaptive logics are 

particu- larly suitable for capturing the non-monotonicity of defeasible reasoning. For a general introduction 

to adaptive logics, see Batens (2001, 2007). 

The logic ELIMr consists of two preliminary logics: ELIr and Mr. ELIr allows to derive logical equivalences — 

of a particular, Mackie-style type — from empirical data. Mr then serves to minimize these equivalences; 

intuitively, Mr serves to throw out redundant factors. 

During our presentation, we will not spend too much time on the technical- ities of our approach. Instead, 

we will focus on: 

1. giving a brief overview of Mackie’s theory of causes as inus-conditions with a special emphasis on  

 the gappy or elliptical nature of our causal knowledge (and corresponding discovery methods); 

2. giving a general overview of the preliminary logics ELIr and Mr and the resulting logic for the  

 discovery of causal regularities, ELIMr; 

3. discussing the relation between our logic ELIMr and one recent and very interesting such discovery  

 procedure for deterministic causation that also starts from Mackie’s theory, viz. the Boolean  

 algorithm for coincidence analysis (CNA) proposed by Baumgartner (2009); and 

4. discussing the relations between our logic ELIMr and some recent work on qualitative explications 

 of inductive generalization and abductive or ex- planatory inference, viz. Batens (2011); Beirlaen &  

 Aliseda (2014); Meheus & Batens (2006). 
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A number of recent philosophers have claimed that any notion of chance (objective prob- ability) should 

satisfy certain conditions that appear to be constitutive of chance or can be regarded as platitudes about 

chance (e.g., Loewer 2001; Schaffer 2003, 2007). According to this line of thought, a notion of chance that 

violates these conditions either refers to some- thing which only approximates genuine chance or does not 

refer to chance at all. Despite considerable discussion, there is no consensus among philosophers as to how 

many of such conditions a notion of chance should satisfy. Famously, David Lewis (1986) claimed that his 

Principal Principle captures all we know about chance. But, as shown by Frank Arntzenius and Ned Hall (2003), 

Lewis’s claim cannot be rationally sustained. Similarly, Jonathan Schaffer (2007) has argued that besides the 

Principal Principle, there is a number of equally plausible conditions that inform our understanding of chance. 

Two interesting, allegedly constitutive of chance, conditions have been proposed in Bigelow et al. (1993). 

To introduce these conditions, let 𝐶𝐶ℎ denote a chance function over a finite algebra of propositions 𝐴𝐴 

generated by a set of possible worlds 𝑊𝑊. Suppose that 𝐶𝐶𝑊𝑊 = {𝑐𝑐ℎ𝑤𝑤 ∶ 𝑤𝑤 ∈ 𝑊𝑊} is a finite set of other chance 

Afunctions over 𝐴𝐴, indexed by the worlds in 𝑊𝑊. Further, let 𝐶𝐶𝑐𝑐ℎ𝑤𝑤 be the proposition that the chance 

distribution over 𝐴𝐴 is given by 𝑐𝑐ℎ𝑤𝑤. Following Bigelow et al. (1993, p. 458), call Ch the present chance function 

and the 𝑐𝑐ℎ𝑤𝑤𝑠𝑠 the possible later chance functions. Assume that 𝐶𝐶ℎ and the 𝑐𝑐ℎ𝑤𝑤𝑠𝑠 are probability functions 

over 𝐴𝐴. Then, the two conditions on chance may be presented as follows: 

(C1) Chance conditional on chance formulation, i.e., for all A  ∈  𝐴𝐴 and all possible later chance 

functions 𝑐𝑐ℎ𝑤𝑤, 

𝐶𝐶ℎ(A\𝐶𝐶𝑐𝑐ℎ𝑤𝑤) = 𝑐𝑐ℎ𝑤𝑤(A). 

(C2) Chances are equal to the expected values of chances, i.e., for all A ∈  𝐴𝐴, 

𝐶𝐶ℎ(A) = ∑ 𝐶𝐶ℎ�𝐶𝐶𝑐𝑐ℎ𝑤𝑤 ∈ 𝑊𝑊�𝑐𝑐ℎ𝑤𝑤  (𝑤𝑤∈𝑊𝑊 A). 

(C1) tells us that the present chance of some proposition A conditional on the proposition about some later 

chance of A should be set equal to that later chance of A. (C2) requires the present chance of some 

proposition A to be equal to the weighted average of possible later chances of A, where the weights are 

chances assigned by the present chance function to propositions about A’s possible later chances. Thus both 

(C1) and (C2) relate any present chance distribution to the possible later chance distributions in a certain 

specific way. It is convenient to frame the present chance function, 𝐶𝐶ℎ, the possible later chance functions, 

the chw s, and the relations between them covered by (C1) and (C2) within the theory of expert functions 
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developed by Haim Gaifman (1988) and Bas van Fraassen (1989, ch.8). This theory is framed in terms of 

higher-order probabilities. Each possible later chance function might be interpreted as a first-order chance 

function over 𝐴𝐴, and assuming that every proposition of the form 𝐶𝐶𝑐𝑐ℎ𝑤𝑤 belongs to 𝐴𝐴, the present chance 

function, 𝐶𝐶ℎ, might be regarded as a second-order chance function over 𝐴𝐴 so enriched. Following Gaifman’s 

terminology, we may interpret the possible first-order chance functions that figure in conditions (C1) and 

(C2) as ‘expert’ chance distributions for the present chance distribution. 

The question arises: why should we believe that the two conditions are constitutive of chance? It seems 

that these conditions are neither trivially true nor do they follow from other platitudes about chance. My aim 

in this paper is to give a justification for conditions (C1) and (C2) by appealing to the resiliency of chance. I 

show that chances that violate these two conditions do not maximize resiliency suitably understood. 

Resiliency is taken to be a kind of stability property of chance: it reflects the approximate invariance of a 

chance distribution under variation of experimental factors that bear on a given chance set-up. I assume that 

probabilities that figure in statistical laws count as chances if they maximize resiliency over a given set of 

experimental factors. This idea draws on Brian Skyrms’s (1977; 1978; 1980) resiliency-based account of 

chance. A modelling framework is introduced in which: (i) the experimental factors over which the resiliency 

of chance is evaluated form a partition, (ii) each cell of the partition singles out a possible world at which the 

cell holds true, (iii) we associate with every such world a possible later chance function defined as the present 

chance function updated by accommodating a given experimental factor (a given cell of the partition), (iv) 

for each possible world, we measure the resiliency of the present chance function by showing how close that 

chance function is to the possible later chance function at that world. Given this framework, it is then shown, 

for each of the conditions (C1) and (C2) separately, that (i) if a present chance function does not obey that 

condition, then there is another present chance function that is ‘closer’ to every possible later chance 

function, and (ii) if a present chance function obeys that condition, then there is no other present chance 

function that is closer to every possible later chance function. In other words, this result shows that any 

present chance function which violates that condition fails to maximize resiliency. 
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Typical instances of ‘direct inference’ satisfy the following defeasible inference schema (where “freq” 

denotes a function that takes a pair of sets, and returns the relative frequency of the first set among the 

second, and where PROB is a probability function that takes propositions as arguments, and is understood as 

designating the personal probabilities, or degrees of belief, that are rational for a respective agent): 

From 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑇𝑇|𝑅𝑅) = 𝑠𝑠 and 𝑐𝑐 ∈ 𝑅𝑅 infer that 𝑃𝑃𝑅𝑅𝑃𝑃𝑃𝑃(𝑐𝑐 ∈ 𝑇𝑇) = 𝑠𝑠. 

The doctrine that one should normally prefer frequency data for more specific reference classes in 

conducting direct inference is intuitively plausible. The prior intuitive plausibility of the doctrine probably 

explains why its advocates haven’t taken much care to argue for it, including Venn (1866), Reichenbach 

(1935), Kyburg (1974), Pollock (1990), Bacchus (1990), Kyburg and Teng (2001), and Thorn (2012). My aim in 

the present talk is to address this deficit. 

In order to evaluate various ‘policies’ for forming personal probabilities, I introduce the notion of a 

population model 𝑀𝑀, which is a triple (𝑈𝑈,𝑇𝑇,𝛱𝛱), consisting of a domain of objects, 𝑈𝑈, a subset 𝑇𝑇 of 𝑈𝑈 (where 

𝑇𝑇 stands for target class), and a partition 𝛱𝛱 =  {𝜋𝜋1, . . . ,𝜋𝜋𝑛𝑛} of 𝑈𝑈, where 𝛱𝛱 corresponds to the set of 

maximally specific descriptions within which we are able to assign the elements of 𝑈𝑈. 

For each object, 𝑥𝑥, in 𝑈𝑈, the task of a policy is to recommend a degree of belief in the proposition that 𝑥𝑥 

is in 𝑇𝑇. In other words, the task is to recommend a credence function, χ, from 𝑈𝑈 into [0,1], which represents 

degrees of belief regarding the truth value of 𝑥𝑥 ∈  𝑇𝑇, for each 𝑥𝑥 in 𝑈𝑈. Althought the result presented below 

can be generalized, I begin by considering the case where it is known which objects are elements of which 

elements of 𝛱𝛱, and our policies have access to the relative frequency of 𝑇𝑇 among each element of 𝛱𝛱, where 

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑇𝑇|𝜋𝜋)  =  |{ 𝑥𝑥 ∶  𝑥𝑥 ∈  𝜋𝜋 ∧  𝑥𝑥 ∈  𝑇𝑇 }|/|{ 𝑥𝑥 ∶  𝑥𝑥 ∈  𝜋𝜋}|, for all 𝜋𝜋 in 𝛱𝛱. My intention here is to demonstrate 

the optimality of the following policy, 𝛿𝛿, which corresponds to using direct inference with the most specific 

applicable reference classes: 

Relative to a respective population model 𝑀𝑀, let 𝛿𝛿(𝑥𝑥 ∈  𝑇𝑇) =  𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑇𝑇|𝜋𝜋), for all 𝑥𝑥, where 𝜋𝜋 is the element 

of 𝛱𝛱 containing 𝑥𝑥. 

While the policy corresponding to 𝛿𝛿 is not optimal in comparison to all possible policies, with respect to 

all possible population models (for example, in comparison to the ‘oracular’ policy, ν, that precisely tracks 

the truth value of all the relevant proposition, i.e.: 𝜈𝜈(𝑥𝑥 ∈  𝑇𝑇) = 1, if 𝑥𝑥 ∈ 𝑇𝑇, and 𝜈𝜈(𝑥𝑥 ∈  𝑇𝑇) = 0, otherwise), 
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it is optimal (given a restriction on which accuracy measures we consider) in comparison to (the policies 

represented by) the following credence functions, whose value assignments are ‘principled’: 

Definition.  A credence function, χ, is principled in 𝑀𝑀 if and only if ∀𝜋𝜋 ∈ 𝛱𝛱: 

∀𝑥𝑥,𝑦𝑦 ∈ 𝑈𝑈: (𝑥𝑥 ∈ 𝜋𝜋 𝑎𝑎𝑎𝑎𝑎𝑎 𝑦𝑦 ∈ 𝜋𝜋) ⇒ 𝜒𝜒(𝑥𝑥 ∈ 𝑇𝑇) = 𝜒𝜒(𝑦𝑦 ∈ 𝑇𝑇). 

The preceding definition tells us that a credence function is principled just in case, for each pair of objects, 

the same credence is assigned to both elements of the pair, regarding membership in 𝑇𝑇, if the two objects 

have exactly the same properties, among the set of properties that one is able to distinguish. Notice that 𝛿𝛿 

is principled. On the other hand, the restriction of our concern to principled credence functions excludes 

oracles, along with other policies that succeed by assigning different probabilities to objects that are 

indistinguishable, from the point of view of the policy.1 

The optimality of 𝛿𝛿 is dependent on how we measure accuracy. I here adopt the common parlance, and 

refer to accuracy measures as “scoring rules”. Formally, I here treat a scoring rule, 𝑆𝑆, as a function from pairs 

consisting of the credence assigned to a proposition, 𝜒𝜒(𝛼𝛼), and the proposition’s truth value, as represented 

by a standard truth-valuation function, whose values are identical to those of oracular policy, 𝜈𝜈. So 

“𝑆𝑆(𝜒𝜒(𝛼𝛼), 𝜈𝜈(𝛼𝛼))” would return the score for the credence function, χ, regarding the proposition, 𝛼𝛼, given 𝛼𝛼’s 

truth value, 𝜈𝜈(𝛼𝛼). Since we only consider propositions that concern whether given elements of 𝑈𝑈 are in 𝑇𝑇 

(according to a given population model 𝑀𝑀), the application of scoring rules, in the present talk, takes the 

following form: 𝑆𝑆(𝜒𝜒(𝑥𝑥 ∈ 𝑇𝑇), 𝜈𝜈(𝑥𝑥 ∈ 𝑇𝑇)) (where everything is implicitly relativized to 𝑀𝑀). 

As it turns out, the optimality of the policy represented by the credence function δ holds for a broad class 

of highly esteemed scoring rules, namely the set of all proper scoring rules (cf. Brier 1950, de Finetti 1974, 

Joyce 1998, Selten 1998, Greaves & Wallace 2006, Leitgeb & Pettigrew 2010, and Levinstein 2012). A scoring 

rule is proper just in case the expected score earned according to the measure is maximized by reporting 

one’s actual personal probabilities, i.e.:2 

Definition. 𝑆𝑆 is a proper scoring rule if and only if ∀𝑀𝑀, 𝑓𝑓, 𝑠𝑠: 𝑓𝑓 ≠ 𝑠𝑠 ⇒ 𝑆𝑆(𝑠𝑠, 1) · 𝑠𝑠 + 𝑆𝑆(𝑠𝑠, 0) · (1 − 𝑠𝑠)  ≥  𝑆𝑆(𝑓𝑓, 1) ·

𝑠𝑠 + 𝑆𝑆(𝑓𝑓, 0) · (1 − 𝑠𝑠). 

Strictly proper scoring rules satisfy the futher condition: 

Definition. 𝑆𝑆 is a strictly proper scoring rule if and only if ∀𝑀𝑀, 𝑓𝑓, 𝑠𝑠: 𝑓𝑓 ≠ 𝑠𝑠 ⇒ 𝑆𝑆(𝑠𝑠, 1) · 𝑠𝑠 + 𝑆𝑆(𝑠𝑠, 0) · (1 − 𝑠𝑠)  >

𝑆𝑆(𝑓𝑓, 1) · 𝑠𝑠 + 𝑆𝑆(𝑓𝑓, 0) · (1 − 𝑠𝑠). 

The first optimality result regarding δ is as follows: 

                                                           
1Note that the oracular policy, 𝜈𝜈, will be principled in some population models, such as in population models where 𝛱𝛱 =
{{𝑥𝑥}: 𝑥𝑥 ∈ 𝑈𝑈}. In all such cases, 𝛿𝛿(𝑥𝑥 ∈ 𝑇𝑇) = 𝜈𝜈(𝑥𝑥 ∈ 𝑇𝑇), for all 𝑥𝑥 in 𝑈𝑈. 
2For the sake of uniformity, negatively oriented scoring rules (such as Briar scoring) are treated as loss functions, where 
the scores corresponding to such loss functions are determined by multiplying the loss earned according to such a rule 
by −1. 
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Theorem. ∀𝑀𝑀,𝜒𝜒: if χ is principled in 𝑀𝑀 and 𝜒𝜒 ≠ 𝛿𝛿, then ∀𝑆𝑆: (1) if 𝑆𝑆 is a proper scoring rule, then ∀𝜋𝜋 ∈

𝛱𝛱: 𝛴𝛴𝑥𝑥∈𝜋𝜋  𝑆𝑆�𝛿𝛿(𝑥𝑥 ∈ 𝑇𝑇), 𝜈𝜈(𝑥𝑥 ∈ 𝑇𝑇)� ≥ 𝛴𝛴𝑥𝑥∈𝜋𝜋𝑆𝑆(𝜒𝜒(𝑥𝑥 ∈ 𝑇𝑇), 𝜈𝜈(𝑥𝑥 ∈ 𝑇𝑇)), and (2) if 𝑆𝑆 is strictly proper, then 

𝛴𝛴𝑥𝑥∈𝑈𝑈𝑆𝑆(𝛿𝛿(𝑥𝑥 ∈ 𝑇𝑇), 𝜈𝜈(𝑥𝑥 ∈ 𝑇𝑇)) > 𝛴𝛴𝑥𝑥∈𝑈𝑈𝑆𝑆(𝜒𝜒(𝑥𝑥 ∈ 𝑇𝑇), 𝜈𝜈(𝑥𝑥 ∈ 𝑇𝑇)). 
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Russell’s Response to Newman: Space-Time Structuralism 

 

THOMAS PASHBY 

University of Southern California 

tom.pashby@gmail.com 

 
General Description 

Structural realism (sr) claims the ontological or epistemological primacy of relations over their relata. It has 

played an important historical role in philosophy and the philosophy of science and is if anything more 

influential in current debates about scientific knowledge. Unfortunately, Newman (1928) formulated an 

objection to Russell’s sr (Russell 1927) that is often taken to show that all forms of sr are trivial. It is the aim 

of this symposium to provide precise accounts of sr that avoid Newman’s objection. 

A successful defense of sr would provide great rewards because of sr’s central role in historical and current 

discussions about the nature of scientific knowledge. Historically, sr played an important role in the 

philosophies of, among others, Duhem, Poincaré, Carnap, and of course Russell (Gower 2000). A first, 

historical problem is the interpretation of Russell’s position. Worrall (2007) and (taking their cue from 

Maxwell [1970]) Demopoulos and Friedman (1985) distinguish between observational and theoretical 

vocabulary and take Russell’s sr to be explicated by the Ramsey sentence, which existentially quantifies on 

all theoretical relations. This is compatible with Russell’s distinction between relations with which we are 

acquainted and those which we know only by description, but the modern notion of structure is not given by 

a quantification on relations. This points to the second problem in assessing early contributions to the sr 

debate, the differences in formal tools available then and now. Formal semantics in its current form was not 

developed until the 1930s, so when Russell and Newman speak of ‘structure’, they cannot have the exact 

modern notion of model theoretic structure in mind. Thus it is not obvious how their concept relates to 

modern notions from mathematical physics, mathematics, logic, or model theory. 

In this symposium, Pashby contends that Russell’s response to Newman indicates that his structuralist 

commitments are best explicated not by the Ramsey sentence but instead in terms sympathetic to Russell’s 

attempted reconstruction of mathematical physics. Russell should be read as treating specific relations, 

spatio-temporal ones, as interpreted by both observable and unobservable ob- jects. Lutz argues that 

Newman vacillates in his objection between two modern notions of structure, one involving quantifications 

over relations, and one involv- ing isomorphisms between model theoretic structures (in today’s sense). And 

while Pashby suggests specific relations as distinguished, Lutz argues that even if all relations are treated the 

same, the notion of structure based on isomorphism is non-trivial. Ladyman concludes that at least ontic sr 
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is immune even to generalizations of Newman’s objection. He further outlines possible replies to a close kin 

of Newman’s objection, van Fraassen’s objection to “pure” structuralism. 

In their contributions to the symposium, Bueno and Meier consider Carnap’s version of sr in which “founded 

relations” are assigned a special status. Meier argues that, since Carnap considers founded relations to be 

experiential, they should be categorized as empirically accessible. This assumption invalidates an essential 

premise of Newman’s objection and allows a formal explication of sr in structuralist meta-theory with its 

notion of intended applications. Bueno, on the other hand, points out that Carnap himself categorizes 

founded relations as logical relations and argues that under this assumption Carnap’s version of sr fails. 

Instead of giving special status to specific relations, so Bueno argues, special status should be given to specific 

structures: Structures that have factual content. Since these are finite, he argues, Newman’s objection fails. 

The replies to Newman’s objection suggested in this symposium are broadly compatible, and thus span a 

logical space of possible viable accounts of sr. They also show that Newman’s objection to sr is relevant for 

such diverse topics as the history of philosophy and logic, current metaphysics, philosophy of science, and 

physics. A reply to Newman’s objection that satisfies the requirements of these diverse areas would not only 

provide a bridge between the areas, but also suggest further solutions of related problems. In physics, for 

instance, sr has been suggested as a means of generalizing and unifying theories, in metaphysics sr may 

provide an explication of natural kinds, and in the general philosophy of science sr may provide a new account 

of the semantics of scientific theories in which relations, not relata, are the primary referents of terms. We 

hope that this symposium will pave the way for such new results. 

 

Abstracts 

1. Otávio Bueno: Overcoming Newman’s Objection 

Max Newman’s (1928) objection to structuralism provides a formidable challenge—particularly to 

epistemological forms of the view, according to which all we can know about the world is structure. The 

objection threatens to turn structuralism into something trivial: as long as there are enough objects in the 

relevant domain, one can always obtain a structure suitable for that domain. But our knowledge of the 

world—even structural knowledge of it—is supposedly nontrivial. I consider two responses to this objection. 

One is provided by Rudolf Carnap’s version of the objection that he considers in the Aufbau (Carnap [1928, 

sec. 154]; see Demopoulos and Friedman [1985] for an early discussion). Carnap suggests that the triviality 

can be avoided by requiring that the relations in question be founded. Surprisingly, however, he considers a 

founded relation as a basic concept of logic. I argue that, interpreted in this way, Carnap’s solution fails. A 

more promising approach is to note that the relevant structures that have content about the world are 

ultimately finite (even though they may be, and typically are, embedded in infinite structures), and it is not a 

trivial matter to determine what is the appropriate structure for finite domains. This is a suggestion that 
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Russell briefly considers in his own response to Newman (Russell 1968, 176), but, unwisely, does not develop. 

It is a far more promising route than it may initially seem. 

 

2. James Ladyman: The Newman Problem and Ontic Structural Realism 

After reviewing the extant responses to the problem I argue that the ontic struc- tural realist should not be 

troubled by the problem in the first place because the problem Newman raised for Russell’s structuralism 

hangs on the identification of relations with sets. The question is whether there are generalisations of the 

problem for other accounts of relational structure. Various variants of the New- man problem are considered 

and it is argued that they do not apply to ontic versions of structural realism. However, the Newman problem 

is related to the problem van Fraassen poses for what he calls ‘pure’ structuralism (Ladyman et al. 2011, 439) 

and the options for replying to that problem are outlined. 

 

3. Sebastian Lutz: Newman’s Objection is Dead, Long Live Newman’s Objection! 

There are two ways of reading Newman’s objection to Russell’s structuralism. One assumes that according 

to Russell, our knowledge of a theory about the external world is captured by an existential generalization 

on all non-logical sym- bols of the theory. Under this reading, our knowledge amounts to a cardinality claim. 

Another reading assumes that our knowledge singles out a structure in Russell’s (and Newman’s) sense: a 

model theoretic structure up to isomorphism. Under this reading, our knowledge is far from trivial, for it 

amounts to knowl- edge of the structure of the relations between objects, but not their identity. In this sense, 

Newman’s objection is but an expression of sr. In particular, classes of structures closed under isomorphism 

naturally describe the ontological com- mitments of epistemic sr and can be seen as a convenient 

circumscription of the ontological commitments of ontic sr. This entails that in sr theories are most naturally 

described syntactically and that the intuition behind the explication of sr by the Ramsey sentence is better 

explicated by the semantics of the logical empiricists’ view on theories. 

 

4. Thomas Meier: A Carnapian Answer to Newman 

The Newman objection states that structural realism fails to specify a unique structure for the unobservable 

world, and hence it is ultimately compatible with an empiricist position. I propose a pragmatic version of 

structural realism, where the Newman objection does not hold. For this purpose, I will first discuss Car- nap’s 

notion of founded relations. According to Carnap, founded relations are real, experienceable, physical 

relations. If we rely on such founded relations when we specify a structural description of a given physical 

system, the threat of the Newman objection is avoided. As a second step, I will argue that the formal 

framework of the semantic conception of theories provides us with tools that allow us to overcome 

Newman’s objection. This holds especially for the structuralist meta-theory and its notion of intended 
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application. However, pure structural realism has to be given up and in a Carnapian sense I propose a shift 

to a Pragmatic Structural Realism. 

 

5. Thomas Pashby: Russell’s Response to Newman: Space-Time Structuralism 

Russell’s response to Newman (by personal letter) has widely been taken to be a complete capitulation. While 

Russell does concede the central point, his fallback position is not so unprincipled or unworkable as it has 

often been assumed to be. While Russell begins by saying that he takes Newman’s objection to have shown 

that his “statements to the effect that nothing is known about the phys- ical world except its structure are 

either false or trivial,” he goes on to point out those statements are even inconsistent with what he claims 

elsewhere in the Analysis of Matter. Russell’s Analysis of Matter (1927) also contains an analysis of relativistic 

space-time in terms of spatio-temporal relations among an ontol- ogy of events, and it is these relations of 

which we have direct knowledge, he claims. Russell’s Problems of Philosophy (1912) also contains the idea 

that we may be directly acquainted with universal relations that hold between both percepts and external 

objects. Furthermore, when the notion of structure reappears in Human Knowledge (1948) it is in particular 

spatio-temporal structure to which Russell commits. This conception of structure has never been properly 

addressed by the literature on structural realism since it cannot be captured by the notion of the Ramsey 

sentence nor allied model theoretic structures. Although Russell’s attempted reconstruction of relativistic 

space-time from relations among events was not a success, recent developments in mathematical physics 

indicate how to successfully carry it out. The mathematical structures in question do not fall foul of Newman’s 

objection. 
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General Description 

Recent literature on reduction and reductive explanation has investigated how reduction is achieved in 

scientific practice. This reflects a shift of philosophical focus away from idealized reconstructions of reductive 

explanation, exemplified in Ernest Nagel’s classical texts, to a more naturalistic philosophy of science that 

starts with the practice of science and tries to understand the role and structure of reductive explanation in 

science itself. In contrast to the classical reductionists, those working in reductionism’s new wave try to 

understand how scientific research programmes at different scales or compositional levels co-evolve and 

guide each other in practice. The deductive ideal of theory reduction developed by the classical reductionists 

is replaced by mechanistic reduction that focuses on local relationships: the explanation of particular 

capacities of particular entities by the properties of their parts, and the interactions between them. 

There are two kinds of reason for this shift of focus. Firstly there is the widespread failure of explanatory 

relationships between real sciences to fit the idealized model of classical reductionism. Fodor’s and Putnam’s 

examples of multiple realizability convinced many philosophers of science from the 70s onwards that higher-

level sciences are typically autonomous. Contemporary reductionists in the philosophy of mind challenge 

multiple realizability (or at least its ontological significance), but the idea of autonomy is still with us in 

alternative, weaker formulations. Some mechanists, such as Carl Craver, are keen at least to allow for 

multiple realization in mechanistic reduction. Quite separately, detailed studies of theoretical explanations 

even within the physical sciences showed them to be messy and approximate, appealing to information from 

the higher-level sciences in ways that violate the ideal of Nagelian reduction. Once again, the higher levels 

seemed explanatorily autonomous. 

Secondly, in the last three decades, following rapid advances in the brain sciences, the contemporary 

practice of the life sciences and psychology has become the main area of interest among philosophers. This 

area of scientific research is a strongly interdisciplinary endeavour, integrating biochemistry, biology, 

neuroscience, individual psychology and psychiatry, evolutionary and social psychology. How theoretical 

explanations are achieved in these sciences is quite different from how it is achieved in physics, which served 

as the ideal case for Nagel and other early reductionists. As William Bechtel argues, research in psychology 

is done by “looking down, around and up”, which means that investigations at different levels and in different 

contexts are reinforcing each other and each is important in its own right because it might shed light on issues 

arising at other levels and in other contexts of investigation. 

In our symposium we would like to focus on new wave reduction and the mechanistic idea, but we would 

also like to integrate into the discussion of reductive explanations the underlying metaphysical issues 

concerning higher-level autonomy and reduction. We are not only interested in what scientists are doing, 

but also in how can we make metaphysical sense of what they are doing. 

The first and most general question we would like to tackle is the status of theoretical identities between 

different levels. What is involved in the act of reduction in the mechanistic context? What does it take to 
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establish links between entities, properties and processes at different levels? Can such links be made? Some 

models of reduction attribute a key role to a priori conceptual analysis in connecting the base and target 

levels, while others assume that reduction is an empirical activity, and that identities can be justified only by 

empirical evidence. On this second view, the identities themselves serve as premises in the deduction – the 

explanation of the target theory – and are justified by inference to the best explanation. In the view of Peter 

Fazekas, one of our contributors, none of these views are plausible descriptions of scientific practice. He 

argues for a view similar to what Bechtel and McCauley call heuristic identity theory. On this view, 

hypothetical identities are not justified prior to attempts at reduction, but only post hoc, by their success in 

guiding research practices. But after they became justified they serve as a sufficient reason for accepting real 

identities as underlying reductive explanation. 

The new mechanistic philosophy is worked out mainly in the context of the life sciences: the first 

formulations from Darden concerned biochemistry, and from the 90s onwards – the decade of the brain – 

advocates like Craver and Bechtel started to concentrate on neuroscience and its relations to cognitive 

psychology. Surprisingly, no-one in this literature has examined mechanisms in chemistry, a field in which a 

series of Nobel prizes have been awarded for the identification of mechanisms. Robin Hendry will therefore 

scrutinize mechanistic reduction in this field of research, connecting it with important issues in the 

metaphysics of science. He will argue that, despite its direct employment of physical entities and processes, 

mechanistic explanation in chemistry is perfectly compatible with an emergentist interpretation of the 

relation between chemistry and physics. So, for Hendry, explanatory reduction is insufficient for accepting 

reduction in a metaphysical sense. 

Lise Andersen will critically examine the methodology of a new reductive research program in psychiatry 

and cognitive neuroscience, pointing out that privileging the lowest levels of explanation in the practice of 

science can lead to category errors and the impoverishment of research in a field that is fundamentally inter-

level, and where contextual factors are highly important in understanding and finding the causes and effects 

of mental illnesses. She will argue for a Bechtel-type, metaphysically less committing autonomy for higher 

level and contextual research. 

The last two papers are more concerned with the metaphysics of science and reduction. The issue of 

multiple realizations still has a bearing on how reduction is understood, and related issues can only be tackled 

in the context of metaphysics. Umut Baysan’s paper examines how to account for “nothing-over-and-above-

ness” without relying on a metaphysical notion of reduction and reductive identities. According to some 

authors, the identification of different properties on different levels with each other has proved to be an 

impossible ideal because of the qualitative dissimilarities between them, others, like Craver, even though 

they are not committed to any metaphysical interpretation of mechanistic reductions, are willing to allow for 

this interpretation in the context of mechanistic explanations. Baysan will argue for a new formulation of the 
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realization relation that is capable of explaining metaphysical relationships between levels even in case 

metaphysical identification cannot deliver the job. 

Gergely Kertész will argue that questions concerning the multiple realizability of higher level properties 

and of higher level autonomy cannot simply be decided by the investigation of scientific practice. Even if it is 

true, as Carl Gillett argues, that the qualitative differences between different levels of description are 

important in reductive explanations and by disregarding them we misinterpret the practice of science, the 

idea that there can be something in common to all the different realizers of the same higher level kind 

remains tenable and important in deciding the issue of higher level autonomy in a metaphysical sense. 

 

Abstracts 

1. Peter Fazekas: Reductive Explanation and Hypothetical Identities 

Reductive explanation advances our understanding of a target phenomenon by accounting for it in terms of 

some co-occurring lower level base phenomena. In this paper, I shall briefly review existing models of 

reductive explanation, and propose a novel approach that is designed to capture how reductive endeavours 

in actual scientific practice typically proceed. I shall argue that reductive explanations (contra one of the two 

major existing views) rely on explicit identities linking the target and the base domain. However, these 

identities (contra the other major existing view) are typically not evoked in order to explain correlations, but 

rather are hypothesised even before correlations could be recognised. 

These, hypothetical identities are tools to anchor the target level to the base level. They are formulated on 

the basis of some initial similarities, and then they guide the mapping of target-level phenomena to base-

level phenomena. They are justified if they are successful in this process of guiding mappings, i.e. if on the 

bases of them, one is able to uncover more and more connections, structural and functional similarities 

between the target and the base domains. Along these further structural and functional similarities, 

hypothetical identities make it possible to project the explanatory power of the base level onto the target 

level, and subsequently, to reductively explain the properties of target level phenomena on the basis of the 

properties of base level phenomena. 

I conclude the paper by showing that this novel account of reductive explanation is compatible with both 

the modern reformulations of the classical Nagelian approach to reduction that re-introduce the role of 

bridge-laws into contemporary discourse, and with the so-called mechanistic model of explanation that has 

become the dominant view within the philosophy of life sciences in recent years. 

 

2. Robin Hendry: Mechanisms and reduction in chemistry 

The philosophical literature on mechanisms in science has concentrated almost exclusively on the biological 

and cognitive sciences. It has ignored chemistry, which offers the most extensive and significant body of 

mechanistic knowledge in science. Since the 1920s, chemists have developed a detailed, unified and 
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theoretically well-grounded body of theory about mechanisms, and sophisticated methods for testing 

mechanistic models experimentally. In this paper I will defend two general claims about mechanisms in 

chemistry. 

Chemists understand reaction mechanisms in terms of structure at the molecular scale. They individuate 

substances in terms of their structures: to make a substance just is (from the chemical point of view) to bring 

its structure into existence. Hence to describe a mechanism is precisely to describe how the structures of the 

reagents interact to give rise to the structures of the products. 

Since the 1920s, organic chemists have characterised mechanisms as involving the transfer of electrons. 

This is very natural, given two facts: (i) within organic chemistry, molecular structures are just atoms arranged 

in space, connected by chemical bonds; (ii) chemical bonds have long been understood in terms of the pairing 

or transfer of electrons between atoms. 

In the light of these claims mechanistic explanation in chemistry seems to be a reductionist affair, in the 

broad sense that it involves the identification of entities and processes at higher compositional levels or 

larger scales with entities and processes at lower compositional levels or smaller scales. But I argue that it is 

not reductionist in the narrower sense that is of interest to philosophers of mind: it is perfectly consistent 

with the existence of genuine downwards causation, and hence strong emergence. 

 

3. Lise Marie Andersen: Mechanisms and Reduction in Psychiatry - an Interventionist Perspective 

The view that psychiatry should be elucidating the mechanisms behind mental phenomena is gaining 

momentum. This view, coupled with an intuition that such mechanisms must, by nature, be biological, has 

inspired the field to look to cognitive neuroscience for classification of mental illnesses. One example of this 

kind of reorientation can be seen in the Research Domain Criteria project (RDoC) introduced by the U.S 

National Institute of Mental Health. The RDoC project is an attempt to introduce a new classification system 

based on brain circuits. The central idea of this reorientation is that mental disorders can be understood in 

terms of brain disorders. 

The problem with this kind of whole-scale reductionism is that multilevel models citing mental and social 

factors as part of the causal structures are rejected as non-scientific, or accepted only as provisional “stand-

ins” for causal factors to be found at the biological level. However, it is precisely such multilevel models that 

are necessary for progress in this fundamentally interdisciplinary science. This paper analyses the reductive 

nature of the RDoC project and investigates the potential for an interventionist account of causation and 

mechanism to bridge the gap between mechanistic explanations and multilevel models of mental disorders. 

 

4. Umut Baysan: “Nothing-over-and-above-ness” without Reduction 

Are properties that are invoked in special sciences anything “over and above” physical properties? Some have 

thought that special science properties can be reduced to physical properties, hence that it can be shown 
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that, somehow, special science properties are “nothing over and above” physical properties. Different 

models of reduction have been put forward to account for how this could be done. One type of reduction, 

namely the identification of higher-level properties with lower-level properties, has been thought to be an 

impossible ideal, due to the observation that a certain higher- level property can be instantiated in virtue of 

the instantiation of different lower-level properties. Especially in philosophy of mind, this has been 

interpreted to be the demise of what has come to be known as reductive physicalism. 

However, those who want to show that special science properties are “nothing over and above” physical 

properties do not have to appeal to reduction in the aforementioned sense. In fact, they do not have to 

appeal to any model of reduction. In this paper, I argue for the following schema: if a property P is “nothing 

over and above” a property Q, then there is some relation R, such that R(P, Q) explains that P is “nothing over 

and above” Q. Different relations can play the theoretical role that R is supposed to play. I argue that the 

realization relation is a plausible candidate to play this role. With some theoretical constraints as to how the 

“nothing-over-and-above-ness” of an entity relative to other entities can be shown, I will argue for a new 

formulation of the realization relation. 

 

5. Gergely Kertész: Autonomy, multiple realization and the way reduction is done 

In the last decade we have witnessed a growing consensus that multiple realizability is a much less plausible 

view than it was supposed to be till the end of the last century, but the thesis still plays an important role in 

the discussion of reduction and reductive explanation. 

The best arguments against autonomy and the antireductionist consensus are formulated in the works of 

Shapiro and Polger. One thought is that the original formulation implies only that a higher level property can 

be realized in various systems, but it does not guarantee that in these different systems the properties 

realizing the higher level property are not the same, which would be the only interesting case of multiple 

realization. Shapiro, relying on contemporary scientific practice, also provided detailed empirical arguments 

against the plausibility of the view that there exists such kind of multiple realization in our world. If these 

authors are right the autonomy thesis loses strength. 

Other authors, like Carl Gillett, based on an alternative analysis of how reductive explanation is done in 

the sciences, are contending the former view. In case they are right, multiple realization is a frequent 

phenomenon which seems to support a stronger autonomy thesis. 

In this paper I will compare the mentioned views of realization and I will argue that even if the more 

restrictive view is wrong and the permissive view on realization is tenable, applying the latter to the 

metaphysical problem of higher level autonomy is insufficient to secure that there are no properties in 

common on the lower levels and contrary to what Gillett argues, the question concerning multiple realization 

is a genuinely philosophical one, that cannot be decided solely by analysing scientific practice. 
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Episodic memory is a critical part of the human mind and has frequently been claimed to be a cornerstone 

of personal identity. Yet, there is no universal consensus on what constitutes episodic memory. In many 

textbooks, the notion of episodic memory is introduced in a classical taxonomical manner – per genus 

proximum et differentiam specificam: In a first step, a distinction between declarative and non-declarative 

memory (Squire & Zola-Morgan, 1988) is made. In a second step, two subordinate categories are introduced 

within the superordinate category of declarative memory, namely, semantic memory and episodic memory. 

(Tulving, 1972) introduced the what-where-when (WWW) criterion to define the content of episodic 

memory. However, this criterion was found to be insufficient to distinguish semantic from episodic 

memories. As a result, Tulving later revised his definition of episodic memory based on autonoetic 

consciousness, the conscious reliving of a past experience (Tulving, 1985). Suddendorf and Corballis (1997) 

went even further and suggested that episodic memory is linked to mental time travel into the past and 

facilitates mental time travel into the future. 

Based on recent work ( , 2013, 2015), we digress from this classical taxonomical pathway. We will, 

instead, focus on the question of whether episodic memory is a natural kind and what implications this has 

for what episodic memory is best taken to be. The question whether memory, in general, is a natural kind 

has been addressed before by Michaelian (2010) who argues for a negative answer. 

In the spirit of the homeostatic property cluster view, we will use the notion of a natural kind in the 

following sense: 

A class C of entities is a natural kind if and only if there is a large set of properties that subserve 

relevant inductive and explanatory purposes such that C is the maximal class whose members 

are likely to share these properties because of some uniform causal mechanism. 

mailto:markus.werning@rub.de
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We begin our investigation into whether episodic memory is a natural kind with the following Sequence 

Analysis of Episodic Memory (Cheng & Werning, 2015). The question will be whether there is a uniform neural 

mechanism that is a good candidate for the realization of episodic memory so characterized: 

A subject S has episodic memory with content E at a time t1 if and only if the following conditions are 

fulfilled: 

(S1) 𝐸𝐸 is an episode with 𝐸𝐸 = 〈𝑓𝑓1, … , 𝑓𝑓𝑛𝑛〉. E is called the mnemonic content. 

(S2) At some time 𝑡𝑡1, S compositionally represents 𝐸𝐸 as an episode of temporally succeeding events 

𝑓𝑓1, … , 𝑓𝑓𝑛𝑛. S’s representation of 𝐸𝐸 at 𝑡𝑡1 is called the mnemonic representation. 

(S3) At a time 𝑡𝑡0 < 𝑡𝑡1, S has a reliable experience of the temporally succeeding events 𝑓𝑓1∗, … , 𝑓𝑓𝑚𝑚∗ , which 

make up an episode 𝐸𝐸∗ = 〈e1∗ , … , em∗ 〉. 𝐸𝐸∗ is called the experiential base. 

(S4) The episode 𝐸𝐸∗ occurs at or before 𝑡𝑡0 (factivity). 

(S5) The mnemonic content 𝐸𝐸 is ontologically grounded in the experiential base 𝐸𝐸∗ in the following 

sense of counterfactual dependence: Were 𝐸𝐸∗ to occur at or before 𝑡𝑡0, 𝐸𝐸 would also occur at that 

time. 

(S6) S’s representation with content 𝐸𝐸 at 𝑡𝑡1 is causally grounded in S’s experience of 𝐸𝐸∗ through a 

reliable memory trace. 

(S7) On the basis of its mnemonic representation with content 𝐸𝐸, S is capable of generating a 

temporally explicit simulation with content 𝐸𝐸 at some time 𝑡𝑡2 ≥ 𝑡𝑡1. The generated simulation is 

called a mnemonic simulation. 

These conditions can be related to the four major stages of memory processing: perception, encoding, 

storage and retrieval. (S3) and (S4) propose conditions on perception, (S5) and (S6) on encoding, (S1) and 

(S2) on storage, and (S7) on retrieval. 

In the paper, we will argue that episodic memory as analyzed above indeed is a natural kind. Our 

argumentation will proceed along three cornerstones. 

(C1) The Sequence Analysis is both minimal and maximal with regard to its inductive and explanatory 

potential. 

(C1.1) It is minimal because any violation of one of the conditions will lead to a deficiency in episodic 

memory. 

(C1.2) It is maximal because other forms of memory do not satisfy the conditions nor do other cognitive 

processes. 

(C2) The principal anatomical substrate of episodic memory is the hippocampus. 

(C2.1) The principal function of the hippocampus is episodic memory. That is, all processes hosted by 

the hippocampus contribute to episodic memory. 
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(C2.2) Episodic memory is principally hosted by the hippocampus. That is: Even though episodic 

memory involves interactions with other cognitive processes, which are supported by a variety 

of brain regions, processes specific to episodic memory are hosted by the hippocampus. 

(C3) Neural processes in the hippocampus provide uniform causal mechanisms for the processing 

stages proposed by the Sequence Analysis. 

(C3.1) The hippocampus provides a uniform causal mechanism that aligns the sequential 

representation of mnemonic content with the sequential representation of the experiential 

base. 

(C3.2) The hippocampus provides a uniform causal mechanism for the compositional mnemonic 

representation of episodes and their mnemonic simulation in retrieval processes. 

(C3.3) Interventions in the memory trace warrant that mnemonic representations are causally 

grounded in experiences. 
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In this talk, I explicate the notion of scientific competition (SC), give some historical examples for SCs, argue 

that SC is an essential feature of scientific research, and apply it to show that the search for neural correlates 

of consciousness (as currently understood) is not a science. 

In most fields of scientific inquiry, there is a moment in time where there are several theories in a field of 

research concerning the same phenomena, sections of the world, or scientific subject matters. In all 

interesting cases, these theories are incompatible, i.e. they come to diverging and opposing predictions for 

certain cases. Thus, there will be some state of the world that is compatible with one theory but incompatible 

with the other. In these cases, how the world behaves gives “instantia crucis” — instantiations that help us 

to decide which theory we ought to accept and which one we ought to reject. Accepting both theories is then 

not an option, because this would lead to an incoherent view of the world. Call this incompatibility of 

scientific theories about the same subject matter “scientific competition”: If there is a science on some x, 

then there can be diverging theories T1, T2, T3, . . . about the behavior of x which make opposing predictions 

for some circumstance c; if we observe the prediction of one of these theories, Ti under c, this raises that Ti’s 

credibility while simultaneously lowering the credibility of its opponents. 

SCs are common in all fields of science: Einsteinian and Newtonian physics both describe the behavior of 

light, but make different predictions how much rays of light will bend if they pass heavy stars; the “aquatic-

ape”-theory (Westenho¨fer 1942, Hardy 1960, Roede 1997, Vaneechoutte et al. 2011)as well the “monkey-

fucked-a-pig”-theory (McCarthy n.d.) of human evolution both explain our unique hairlessness and fat-

deposition, but both make different predictions about possible fossil records and their location; both 

Beenken (1924), Hamann (1930), and Binding (1982) present theories about the age of the Gero Kreuz, but 

each makes different predictions about which historical and dendrochronological evidences may or may not 

be found. Lamme’s Recursive Processing Hypothesis (RPH) (2006, 2004) and Tononi’s Integrated Information 

Hypothesis (IIH) (2014, 2012a, 2012b, 2008, 2004) make predictions about which systems are conscious 

when, but they differ in some of their predictions. 

SC is arguably an essential condition for fields of scientific research. We certainly can come up with 

diverging theories to explain phenomena, but we cannot assume that all of these diverging theories are 

adequate. Furthermore, SC is a common (if hidden) theme in prominent writings in the philosophy of science: 
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Popper (1935/1976: p. II.6) and Kuhn (2012/1962: 77f, 85) allude to it, and one can derive it from the basic 

presumptions of Bayesianism. I therefore suggest to see it as an essential feature of scientific endeavors. 

Then, the notion of SC is potent enough to exclude certain fields of research as scientific. I suggest that the 

search for the neural correlate of consciousness (NCC) as it is currently performed is a candidate for exclusion 

because it does not fulfill the IC-condition. 

Most scientist engaging in this research assert that there is one and only one neural correlate for any 

given type of experience, e.g. Crick and Koch (1998, 2003), Block (1998, 2005). This suggest that we ought to 

expect some intertheoretic conflict between NCC- hypotheses, e.g. between those of Lamme (2006, 2004) 

and Tononi (2014, 2012a, 2012b, 2008, 2004). Based on data from the visual cortex, Lamme suggests that 

experiences of any kind correlate with recursive processing. Tononi suggests that any kind of experience 

correlates with some amount of integrated information. But not every instance of recursive processing 

correlates with integrated information and vice versa. Thus, it seems that these hypotheses make different 

predictions. 

However, both are NCC-hypotheses. Currently, the most prominent understanding of what an NCC is is 

due to Chalmers (2000): An NCC is that neural system or event which is minimally sufficient for some 

experience. Quite explicitly, the neural system or event is not necessary for that experience in order to allow 

for multiple realizations. This operationalization by Chalmers is widely accepted (see e.g. Crick and Koch 

(2003), Block (2005), Aru et al. (2012), Bayne and Hohwy (2013)). 

If this operationalization is accepted and defines a field of research (namely NCC- research), then this has 

an unwelcome consequence: The hypotheses of Lamme and Tononi cannot stand in any competition, 

because each is – according to the NCC-operationalization only sufficient for experience. For logical reasons, 

no NCC-theory can stand in SC given the operationalization by Chalmers. (This may explain the fact that there 

is been a surge of “neuroscientific theories on consciousness” in the last decades, but not a single refutation. 

At most, some theories have been abandoned.) 

My conclusion is then twofold: First, SC is a plausible criterion to demarcate science from pseudoscience; 

second, given SC as a necessary feature of scientific fields, then either NCC-research is unscientific or we 

cannot accept the NCC-operationalization by Chalmers. 

 

References 
Aru, J., Bachmann, T., Singer, W. and Melloni, L. (2012). Distilling the neural correlates of consciousness, 

Neuroscience & Biobehavioral Reviews 36(2): 737–746. 
URL: http://www.sciencedirect.com/science/article/pii/S0149763411002107 

Bayne, T. and Hohwy, J. (2013). Consciousness: Theoretical approaches, in A. E. Cavanna (ed.),  
Neuroimaging of Consciousness, Berlin: Springer-Verlag, pp. 23–35. 

Beenken, H. (1924). Romanische Skulptur in Deutschland (11. und 12. Jahrhundert), Leipzig: Klinkhardt 
& Biermann. 

Binding, G. (1982). Die datierung des sogenannten gero-kruzifixes im k¨olner dom, Archiv für  
Kulturgeschichte 64(1): 63–77. 

http://www.sciencedirect.com/science/article/pii/S0149763411002107


Abstracts  Symposia & Contributed Papers IV 
 Friday 09:30 – 11:30 

 

206  

Block, N. (1998). How to find the neural correlate of consciousness, in S. R. Hameroff, A. W. Kaszniak  
and A. C. Scott (eds), Royal Institute of Philosophy Supplement, Cambridge, MA: MIT Press, pp. 23–34. 
Block, N. (2005). Two neural correlates of consciousness, Trends in Cognitive Sciences 9(2): 46–52. 

Chalmers, D. J. (2000). What is a neural correlate of consciousness?, in T. Metzinger (ed.), Neural  
Correlates of Consciousness: Empirical and Conceptual Questions, Cambridge, MA: MIT Press, pp. 17–39. 

Crick, F. and Koch, C. (1998). Consciousness and neuroscience, Cerebral Cortex 8: 97–107. 
Crick, F. and Koch, C. (2003). A framework for consciousness, Nature Neuroscience 6(2): 119–126. Hamann, 
R. (1930). Studien zur ottonischen plastik, St¨adel-Jarhbuch 1: 5–19. 
Hardy, A. C. (1960). Was man more aquatic in the past?, The New Scientist 7: 642–645. 
Kuhn, T. S. (2012/1962). The Structure of Scientific Revolutions, 50th anniversary edn, Chicago:  

University of Chicago Press. 
Lamme, V. A. F. (2004). Separate neural definitions of visual consciousness and visual attention: A case  

for phenomenal awareness, Neural Networks 17: 861–872. 
Lamme, V. A. F. (2006). Towards a true neural stance on consciousness, Trends in Cognitive Sciences 

10(11): 494–501. 
McCarthy, E. M. (n.d.). Human origins: Are we hybrids? 
Oizumi, M., Albantakis, L. and Tononi, G. (2014). From the phenomenology to the mechanisms of  

consciousness: Integrated information theory 3.0, PLoS Computional Biology 10(5): 1–25. 
Popper, K. R. (1935/1976). Die Logik der Forschung, Tu¨bingen: Mohr Siebeck. 
Roede, M. (ed.) (1997). Aquatic Ape: Fact of Fiction: Proceedings from the Valkenburg Conference, London:  

Souvenir Press. 
Tononi, G. (2004). An information integration theory of consciousness, BMC Neuroscience 5(42): XXXX—
XXXX. 

URL: http://www.biomedcentral.com/1471-2202/5/42 
Tononi, G. (2008). Consciousness as integrated information: a provisional manifesto, Biological Bulletin 

215: 216–242. 
Tononi, G. (2012a). Integrated information theory of consciousness: an updated account, Archives italiennes  

de biologie 150(2-3): 56—90.  
URL: http://dx.doi.org/10.4449/aib.v149i5.1388 

Tononi, G. (2012b). PHI: A Voyage fromthe Brain tothe Soul, New York: Pantheon Books.  
Vaneechoutte, M., Kuliukas, A. and Verhaeg, M. (eds) (2011). Was Man More Aquatic in the Past? Fifty Years  

After Alister Hardy - Waterside Hypotheses of Human Evolution, Bentham Science Publishers. 
Westenhöfer, M. (1942). Der Eigenweg des Menschen. Dargestellt auf Grund von vergleichend  

morphologischen Untersuchungen u¨ber die Artbildung und Menschwerdung, Berlin: Verlag der  
Medizinischen Welt, W. Mannstaedt & Co. 

  

http://www.biomedcentral.com/1471-2202/5/42
http://dx.doi.org/10.4449/aib.v149i5.1388


Abstracts  Symposia & Contributed Papers IV 
 Friday 09:30 – 11:30 

 

207  

 
On the Plurality of Explanations in the Cognitive Sciences 

 

SILVANO ZIPOLI CAIANI 

Università degli Studi di Milano 

silvano.zipoli@unimi.it 

 
According to a new generation of scholars, the study of cognition is at a crossroad (e.g.: Spivey 2007; Chemero 

2009; Hutto & Myin 2012): either the cognitive sciences may continue to defend the assumption that 

cognition is an internal process based on the manipulation of symbolic states, or they may change their 

mindset, embracing a dynamical concept of mind and cognition. The dynamical revolution in the cognitive 

sciences currently strikes many people as the best available alternative to the informational mainstream. At 

the core of this view there is the assumption that cognitive phenomena should be explained using tools from 

the dynamical systems theory (DST), rather than from information theory. DST is a methodological 

framework imported from physics, and used in the cognitive sciences as an alternative to the information 

processing approach that has ruled the field since the dawn of the cognitive revolution. 

DST views cognitive agents as dynamic physical systems which are best described as non-linear and self-

organizing, rather than as linear and symbolic. Cognitive capacities are thus viewed like physical processes 

continuously evolving from chaotic to more stable trajectories in a theoretical state-space (van Gelder 1998; 

Beer 2000). 

Notably, DST rests on two main assumptions. From a metaphysical point of view, DST states that the term 

“representation” should be expunged from the vocabulary of the cognitive sciences since there are not 

conclusive theories that provide a satisfactory naturalization of semantic properties. This takes the form of 

an ontological conclusion, according to which there is nothing in a cognitive system like a symbolic state. 

Moreover, from an epistemological point of view, DST states that our best explanations of cognitive 

phenomena do not involve reference to mental representations. Therefore, we should abandon an 

informational approach to cognition since it does not add any relevant explanation to the dynamical account 

of physical systems. The main difference between these two assumptions is that, whereas the first concerns 

the very identity of cognitive systems, the second concerns the methods of explanation in the cognitive 

sciences. While the former is a speculative hypothesis with virtually no impact on the methodology adopted 

in the study of cognition, the latter is in a much greater extent a hypothesis on how to carry out research in 

the cognitive sciences. On the basis of this consideration, the present study focuses on the epistemological 

claim, and takes aside metaphysical issues. 

Contrary to DST, this paper maintains that to provide an explanation of cognitive phenomena in terms of 

chains of causal interactions between individual states may be more effective than framing cognition in terms 
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of continuous, non-linear processes. As a result, it will be shown that the a mechanistic approach to cognitive 

phenomena may provide the best explanation for addressing relevant issues in the cognitive sciences that 

cannot be addressed by DST. To support this claim, an abductive strategy is adopted. 

The paper divides into two main sections. Section 1 outlines a series of epistemological desiderata which 

are required to set up an explanatory theory of cognition. Arriving at the best explanation involves 

establishing a set of criteria for assessing contending hypotheses. Solving the abductive puzzle, indeed, 

requires us to judge each of the contenders on the background of shared standards of explanation. 

Accordingly, any model of cognition should be able to fulfill the following constraints: 

1. Theoretical Unification: a hypothesis best explains if integrates the explanandum with reliable 

background knowledge; 

2. Explanatory Consilience: the best explanation is the hypothesis that covers the major number of 

empirical evidences; 

3. Epistemic  Significance: a hypothesis best explains if satisfies the relevant epistemic needs. 

After having discussed the criteria, Section 2 gives rise to an assessment of DST. As it will be clear, DST 

fulfills constraints 1 and 2, but it is not able to satisfy the requirement 3. Indeed, DST has the merit to provide 

a theoretical unification between psychology and physics (1), and to cover all the relevant facts at the 

behavioral and neural level (2). However, as DST abandons the mechanistic methodology to embrace a purely 

nomological stance, it results unable to address questions concerning the individual causes of specific 

cognitive states and behaviors (3). As a consequence, since a dynamical model of cognition excludes the 

possibility of providing explanations in terms of individual causes and reasons to act, many of our cognitive 

practices are likely to remain without a satisfactory account. 

In order to support this claim, the paper focuses on two paradigmatic case studies. On the one hand, it 

will be shown by means of empirical and conceptual analysis that DST is not able to deal with the explanation 

of high level cognitive phenomena such as the acquisition of memory and language. On the other hand, it 

will be shown that DST presents difficulties even when dealing with the explanation of low level cognitive 

skills, such as those concerning the perception for action. Notably, although DST could provide an account of 

how cognitive systems interact with the environment, it has no chances to explain why the environment 

prompts the agent to act in a certain way. 

Finally, in Section 3, the take-home message is summarized: although DST integrates the cognitive 

phenomena with a corpus of well-established knowledge, it does not follow that it is always able to meet our 

explanatory needs. Accordingly, getting clear on the contextuality and plurality of cognitive explanations is 

not only at the heart of the theoretical debate, but also shapes our experimental goals in the cognitive 

sciences. 
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What are Phenomena in the Cognitive and Behavioral Sciences? 

 

ULJANA FEEST 

Leibniz-Universität Hannover 

feest@philos.uni-hannover.de 

 
Authors in the mechanistic tradition sometimes use the term “phenomenon” to refer to macro-level 

behavioral regularities that can be “phenomenally” (functionally) characterized and decomposed (e.g., 

Bechtel & Richardson 1993; Bechtel 2008), or as a “repeatable event of product” (Craver & Darden 2013), 

but they can also sometimes be found to use the term as referring to a kind of object (e.g., spatial memory; 

e.g., Craver & Darden ibid.). It has also been a more or less unquestioned assumption in this literature that 

phenomena are not only the explananda of mechanistic explanations, but also that the discovery of 

mechanisms typically proceeds by way of constructing “higher-level” descriptions of the relevant 

explanandum phenomena. Some accounts even go so far as to suggest that such descriptions can coincide 

with the descriptions or explanations provided by psychology (e.g., Craver & Piccinini 2011). It is not my aim 

to question that neuroscientists are often engaged in the search for mechanisms. I do, however, wish to 

argue that the standard account of this search for mechanisms does not adequately capture the investigative 

process in cognitive and behavioral sciences, more broadly conceived. The aim of this process, I maintain, is 

to arrive at an understanding of particular objects of research (such as memory, attention, reasoning, 

emotions, etc.). Behavioral regularities, I will argue, play a vital role in this process, but they do so not by 

virtue of instantiating explanandum phenomena, but by virtue of providing evidence for specific objects of 

research, which are typically construed as behavioral capacities (see Cummins, 2000, for a similar point). Such 

objects of research are not helpfully characterized as phenomena. I will develop this point by drawing on 

(and developing) the more specific notion of a phenomenon as proposed by Bogen and Woodward (1988). 

Bogen & Woodward’s notion of phenomenon has been very evocative and productive in the philosophical 

literature, but it also continues to pose questions. According to the authors, two distinctive features of 

phenomena are (1) that they are stable, general, and unobservable, features of the world, and (2) that 

phenomena differ from data, which are idiosyncratic to specific experimental contexts, are directly 

observable, and can function as evidence for phenomena. – Taking this distinction, some authors have argued 

that the behavioral regularities produced in the lab (=experimental effects) are mere data, which are used to 

make inferences about phenomena (e.g., Guala 2005; Craver & Darden 2013). However, this assumption is 

problematic for two reasons: First, it is not clear that experimental effects are “mere” data, but rather they 

share some features of Bogen and Woodward’s phenomena (Feest 2011). Second, what types of phenomena 

do scientists make inferences to on the basis of a given experimental effect? With respect to the second 
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question, several distinct possibilities are discussed in the literature. For example, scientists can make the 

inference (a) that a particular effect is indeed genuine (i.e., not an artifact of the experiment) (Guala 2005), 

or (b) that we can extrapolate from the existence of a particular effect inside the lab to the existence of 

phenomenon outside the laboratory (e.g., Cartwright 2007), or (c) that the effect really tells us something 

about a given object of research. In the first case, the inference is from the effect to a specific cause. In the 

second case, the inference is one that extrapolates from the cause-effect relationship in the lab to one that 

is also operative in the real world. If we want to use the language of phenomena here, we might say that in 

those cases the inferences are from one type of phenomenon (an experimentally produced behavioral 

regularity or effect) to a different type of phenomenon (a causal relationship or mechanism). 

It is, however, the third kind of inference that I will specifically draw attention to in my talk, as it highlights 

the question of why scientists would be interested in experimental effects in the first   place. I argue that in 

psychology the reason why scientists create effects is not (or not primarily) that they want to find an 

underlying mechanism. Nor do behavioral regularities (even when treated as phenomena) in and of 

themselves constitute interesting objects of research. Rather, they are investigated because they are taken 

to be indicative of, or instantiate, a given object of research that transcends the effect in question in several 

respects. To explain what I mean by this, I will (a) spell out my notion of an object of research in more detail 

and (b) discuss the question of how experimental effects, given that they are idiosyncratic to specific 

experiments, can become to be considered relevant to a particular object of research. These two tasks are 

primarily analytic: That is to say, I aim to fine-tune existing philosophical usages of “phenomena” in order to 

correct the skewed picture of discovery in cognitive science (particularly psychology) that has been created 

by an overly strong emphasis on mechanistic explanations. In this vein, I will argue that there is no good 

reason to suppose that objects of psychological research (such as memory) can be identified with  one type 

of mechanism, but that they should rather be viewed as clusters of phenomena. Secondly, I will highlight the 

ways in which experimental effects (and the experimental paradigms that produce them) are conceptually 

tied to specific assumptions about a given object of research. 

In addition to the analytic and descriptive project just outlined, I will also raise normative questions about 

criteria of adequacy for inferences from specific experimental effects to specific objects of research. I will 

argue that scientists do (and should) engage in an ongoing process of evaluation that I call “operational 

analysis.” 
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Classical Limit of a (Macroscopic) Particle in a Box. A Suggested Solution to Einstein's Objection to Bohm's 

Theory (cancelled) 

 

DAVIDE ROMANO 
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GUIDO BACCIAGALUPPI 

University of Aberdeen 
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In 1953, Einstein raises an objection to the de Broglie---Bohm theory, arguing that it does not describe the 

real physical state of individual systems. For showing that, he considers a macroscopic object (“a bullet”) of 

1 mm in diameter moving back and forth between two perfectly reflecting and parallel walls, which are about 

1 meter apart. The collisions between the bullet and the walls are supposed to be elastic. In the classical limit, 

the system under consideration is a particle that moves continuously and uniformly between the two walls 

with a definite position and momentum at any time. Einstein affirms that a realistic quantum theory, i.e., a 

theory that aims to describe the physical state of individual systems, should be able to account for this 

transition, under typical classicality assumptions. 

At the quantum level, we can represent the system by a superposition of two plane waves with opposite 

momenta ±𝑝𝑝 = ±ℏ𝑘𝑘 and constant energy E: 

𝜓𝜓(𝑥𝑥, 𝑡𝑡) = 𝐴𝐴𝑓𝑓
𝑖𝑖
ℏ(𝐸𝐸𝐸𝐸+𝑝𝑝𝑥𝑥) + 𝐴𝐴𝑓𝑓

𝑖𝑖
ℏ(𝐸𝐸𝐸𝐸−𝑝𝑝𝑥𝑥) 

where 𝐴𝐴 is a normalization  constant. Therefore, the wave function of the system is a stationary wave: 

𝜓𝜓(𝑥𝑥, 𝑡𝑡) = 𝑃𝑃𝑠𝑠𝐵𝐵𝑎𝑎(𝑘𝑘𝑥𝑥)𝑓𝑓
𝑖𝑖
ℏ𝐸𝐸𝐸𝐸 

where 𝑃𝑃 is a normalization constant and 𝑘𝑘 = 𝑛𝑛𝜋𝜋
𝐿𝐿

, with 𝑎𝑎 being a positive integer number and 𝐿𝐿 the distance 

between the two walls. 

Einstein’s objection to the de Broglie-Bohm theory is the following: since the gradient of the phase of the 

wave is zero in each point between the walls: 
∂S
∂x

= ∂(Et)
∂x

= 0   0 <  𝑥𝑥 <  𝐿𝐿 

then the velocity of the particle is always zero (𝑣𝑣 = 1
𝑚𝑚
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥

), i.e., the particle remains at rest inside the box. 

This is a very non-classical situation and, unfortunately, it does not change for 𝜆𝜆 = 2𝜋𝜋
𝑘𝑘
≪ 𝐿𝐿, considered by 

Einstein the typical condition for the classical limit, under which a (approximate) classical motion should 

emerge. Thus, he concludes, the de Broglie-Bohm theory does not really describe the physical state of 

individual systems. A first response to Einstein’s objection is spelled out by Bohm himself and Hiley, in Bohm 
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and Hiley (1985) (1993, sections 8.2, 8.5). They observe that, even though having a particle at rest in a box 

(with finite energy) is a non-classical situation, nonetheless it is consistent with the static nodal structure that 

emerges from the solution of the stationary waves. The nodes are all the points in the box where the 

wavefunction is equal to zero: the formalism of quantum mechanics says that the probability to find the 

particle in one of these points is zero. The existence of such nodes, which increase in number in the classical 

limit (the condition 𝜆𝜆 ≪ 𝐿𝐿 is equivalent to 𝑎𝑎 ≫ 2), is not consistent with any picture of an object moving back 

and forth between the walls, but it is perfectly consistent with a particle being at rest in a (non-nodal) point 

inside the box. Yet, the theory explains this apparently odd situation: for a particle in a box, the quantum 

potential 𝑄𝑄 is equal to the total energy 𝐸𝐸: 

𝑄𝑄 = ℏ2

2𝑚𝑚
∇2𝑅𝑅
𝑅𝑅

= 𝑘𝑘2ℏ2

2𝑚𝑚
= 𝑝𝑝2

2𝑚𝑚
= 𝐸𝐸𝐸𝐸𝑡𝑡𝐸𝐸 ,  𝑤𝑤ℎ𝑓𝑓𝑓𝑓𝑓𝑓 𝜓𝜓 = 𝑅𝑅𝑓𝑓

𝑖𝑖
ℏ𝜕𝜕 

so the kinetic energy of the particle is ‘absorbed’ by the wave function via the quantum potential (𝐸𝐸𝑘𝑘 = 𝑝𝑝2

2𝑚𝑚
=

𝐸𝐸𝐸𝐸𝑡𝑡𝐸𝐸 = 𝑄𝑄), and the particle remains at rest. Moreover, quantum mechanics has to be regarded as a universal 

theory, whose validity extends prima facie from the microscopic to the macroscopic range. There is no need 

to consider the condition 𝜆𝜆 ≪ 𝐿𝐿 as a universal condition of classicality: on the contrary, “it seems arbitrary to 

suppose that […] quantum theory will fail beyond certain quantum numbers” (Bohm and Hiley 1985, p. 2513). 

Indeed, according to Bohm and Hiley, we expect that the classical motion emerges from the de Broglie-

Bohm theory only if the quantum potential is negligible, and this is not the case for a particle in a box, 

independently from the size of 𝜆𝜆. 

Following Bohm and Hiley, we do think that the weak point of Einstein’s objection lies in the 

characterization of the classical limit he defines for the system. But, differently from Bohm and Hiley, we 

suggest that the classical motion of a quantum system should emerge not from the condition of closed system 

with a negligible quantum potential, but considering an open system interacting with its environment. 

Indeed, in a realistic framework for the classical limit, a macroscopic particle necessarily interacts with other 

quantum systems (being these an air molecule, a photon, a neutrino,…), getting entangled with them and, 

thus, leading to decoherence effects. The interactions between the system and its environment might play a 

crucial role for making clear the transition from a Bohmian particle at rest to a classical particle moving 

continuously and uniformly in the box. For this purpose, we shall propose a simple model of Bohmian 

decoherence, evaluating whether this new framework could finally lead to the “real description of an 

individual system” in the classical limit, i.e., the classical motion of a particle moving back and forth between 

the walls of a box. 
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On the Epistemic Interpretation of Quantum Mechanics 
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Since the days of its very discovery, the status of state descriptions by wave func- tions in quantum mechanics 

(QM) has been the subject of heavy debates. These wave functions (or quantum states, more generally) have 

the curious feature that they do not assign definite values to all physical magnitudes at all times, and at any 

given time can only assign definite values to a limited subset of such magnitudes. Famously, a wave function 

which describes the system, say, as fairly localized in some region assigns no definite momentum to it, the 

precise numerical statement of which is Heisenberg’s uncertainty relation ∆𝑥𝑥∆𝑝𝑝𝑥𝑥  ≥  ℏ
2
. Von Neumann’s 

(1932) analysis of the measurement process made things even worse: for a whole host of (‘nondemolition’) 

measurements, the unitary time evolution of the state function would make the measurement appa- ratus 

become ‘fuzzy’ and indefinite in the above sense as well. But the indefiniteness could, arguably, be 

considered to spread further: Couple a sufficiently isolated cat to some deadly machinery which is engaged 

by a quantum mechanical process, and the cat should in principle evolve into a state of being dead and alive 

at the same time—or rather in a ‘quantum superposition’ of both (cf. Schrödinger 1935). On von Neumann’s 

own account, only the act of observation should lead to a definite state of the cat, of being either dead or 

alive. 

Some physicists, most notably Albert Einstein, have felt particularly uncomfortable about these 

consequences, and have hence urged to regard the wave function of a system merely as representative of 

our knowledge about its true, definite state, instead of a description of its actual physical constitution (cf. 

Einstein 1939). Despite its many difficulties, this view has become fashionable again in recent years. N. 

Harrigan and R. W. Spekkens (2010) have developed a formal framework for construing the quantum state 

of a system as something that merely reflects our knowledge about it. 

This framework consists in building ontological models for QM, which basically means postulating a state 

space, Λ, that contains the ‘ontic’ (true, actual) states, λ, of physical systems, and is equipped with two 

(conditional) probability distributions p(λ|𝜌𝜌�) =: p𝜌𝜌� (λ) and ξ(k|λ, M) =: ξM
λ (k). In contrast to the true states, 

the quantum state ψ, or more generally 𝜌𝜌� (allowing also for mixed quantum states), is interpreted merely as 

representative of a preparation procedure the system is subjected to. The distribution p𝜌𝜌� (λ) is then called 

the ‘epistemic state’, and supposed to reflect the knowledge an observer has about the true state λ of the 

system, given that ρˆ was prepared. The second one, M(k), is called a ‘response function’, and is supposed to 

reflect uncertainties in the measurement procedure M, which leads to outcome k. 
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For the model to reproduce QM, it is required that 

∫ 𝑎𝑎λ𝑝𝑝𝜌𝜌� (λ)ξλ (𝑘𝑘)𝛬𝛬 = 𝑇𝑇𝑓𝑓(𝐸𝐸�𝑘𝑘𝜌𝜌�), (1) 

with 𝐸𝐸�𝑘𝑘 an element of a POVM (positive operator valued measure) and 𝜌𝜌� the statistical operator of the 

system. In words, summing up (integrating) all outcome probabilities M(k) for obtaining result k in 

measurement M, conditional on states λ which may possibly result from the preparation associated with 

quantum state 𝜌𝜌�, and weighted by the probability that a given λ results from this preparation, must 

reproduce the (generalized) Born probabilities for outcomes k in quantum state 𝜌𝜌�. 

To incorporate the idea that quantum states are merely an indication of our knowl- edge, it is further 

required that there are cases where the supports of two distributions pψ(λ) and pφ(λ), for two (pure) non-

orthogonal quantum states ψ and φ, overlap on a set ∆ of non-zero measure. The model is then called ψ-

epistemic (Harrigan and Spekkens, 2010, p. 126). This makes the true states λ ipso facto hidden variables, 

which have bugged QM for many decades. Of course we know from Bell’s (1964) theorem that such hidden 

variables must be nonlocal. 

However, Spekkens (2007) as well as Bartlett et al. (2012) have developed actual models which—

seemingly—reproduce many QM phenomena locally, based on epistemic restrictions any agent has to face 

w.r.t. the true states of systems. The most impressive successes of these models include the apparent 

reproduction of interferometric examples on a purely epistemic basis. Of course these ideas have also 

provoked a whole host of responses—most of them negative. The most influential response is cer- tainly the 

PBR-theorem (Pusey et al., 2012) which puts clear restrictions on any possible ψ-epistemic model. 

Following an article by Schlosshauer and Fine (2012), however, I am first going to argue that despite its 

popularity, the PBR-theorem is not necessarily the biggest threat to the ψ-epistemic approach. In the first 

place, it puts restrictions on composite quantum systems, instead of showing that ψ-epistemic models are 

generally flawed. However, further work inspired by the PBR-theorem aids to highlight deeper flaws in the 

reasoning of the ψ-epistemicist. Drawing on a theorem by Hardy (2013), and on the Reeh-Schlieder theorem 

(Reeh and Schlieder, 1961) from algebraic quantum field theory, I will then demonstrate that the ψ-

epistemicist ultimately has to appeal to nonlocal elements of QM, in order for his models of interference to 

make sense, which, of course, undermines the apparent success. My argument is hence that the existing ψ-

epistemic models do not even get off the ground, but falsely claim success in certain areas. My aim is to drive 

a further nail in the coffin of this kind of epistemic approach to QM, by showing that the ψ-epistemicist does 

not have as much of a leg to stand on as he claims. 
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Cosmological Probabilities: General Relativity and Statistical Mechanics Writ Large 
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Cosmologists and philosophers have occasionally advanced probabilistic arguments as a way of favoring or 

disfavoring particular cosmologies. In a similar vein, if some observational or theoretical feature can be 

shown to be “generic” among possible universes, it is felt that a satisfying explanation has been given for its 

presence; contrarily, if some such feature can be shown to be “special” among the possible universes, it is 

felt that a specific explanation must be offered for its fi presence. Examples of such special features of our 

universe, for which explanations have been urged, include its initial low entropy state (Price 2004), and its 

observed spatial isotropy and fl (Linde 1990). 

It would appear, however, that this notion of cosmological probabilities is an unscientific fl t of fancy. How 

can there be an objective probability assignment to possible universes, as if its creation was by chance? Are 

we meant to picture the Creator, armed with a ‘pin’ which is used to pick out a universe at random in this 

space of possible universes (Penrose 1989)? As far as we know, there is just one universe, so we can certainly 

have no direct, empirical reason to suppose that the creation of the universe was a probabilistic trial. Thus 

one might suppose that we have no basis at all for taking probabilistic arguments in (single universe) 

cosmology seriously. 

Yet this seeming fl t has been taken by many earnest philosophers and physi- cists, on the grounds, one 

might plausibly suppose, that the justification for cosmo- logical probabilities is provided by extrapolating 

justified applications of probability in physics to the universe at large. I attend to two prominent examples. 

First, on the well-known foundational proposal in statistical mechanics (SM) known now as the Past 

Hypothesis, following a tradition stretching back to Boltzmann, one supposes that the universe began in a 

low entropy state to which is associated a uniform probability distribution over the phase space region 

compatible with that state (Albert 2001). Second, Gibbons, Hawking, and Stewart (1987) (GHS hence) adapt 

the probabilistic apparatus of statistical mechanics to the general theory of relativity (GR) to derive a phase 

space measure of Big Bang type cosmologies as a means of determining the likelihood of cosmological infl

 in the early universe. Both the Past Hypothesis and the GHS measure introduce a phase space 

measure of possible cosmologies, which, in the absence of technical problems, one uses to defi cosmological 

probabilities. 

I argue that the justification of cosmological probabilities fails in two cases associated with these 

examples. First, I deny that SM probabilities, as they are understood in the Past Hypothesis, are applicable to 
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the universe understood as a SM system. Second, I deny that GR probabilities are justified when they are 

introduced in a man- ner analogous to the successful introduction of probability in SM. Although other 

authors (Earman 2006, Curiel 2014, Schiff and Wald 2012) have already raised important technical and 

conceptual difficulties with these two approaches to cosmological probabilities, my arguments are 

independent of these and I believe more decisive. I summarize the arguments I make below. 

On the Boltzmannian view SM systems possess microstates (points in phase space) and coarse-grained 

macrostates, the latter of which are represented by disjoint probability measures on the system’s phase 

space. To interpret SM probabilities as probability assignments of possible universes, one must assume that 

the universe is a SM system and that microstates are “random variables.” If the microstates are genuinely 

chancy in this way, then one must suppose that the “creation” of a SM system is itself a random trial, since 

the microstate dynamics is deterministic thereafter. The only way this can be empirically justified is if the 

statistics of the observables are in accord with the distribution of microstates consistent with its ini- tial 

macrostate, which for familiar SM systems is reasonable. But this justification cannot be transferred to the 

universe as an SM system. It is not possible to know that microstates are distributed consistently with the 

universe’s macrostate, since there is only a single universe. 

Furthermore, I claim that it is not even clear that one should suppose that SM systems have a particular 

microstate, for all of the observable outcomes of the system are determined solely by the macrostate, i.e. 

the system’s state is for all empirical purposes a probability measure. Indeed, the supposition that the state 

space of (classical) SM is phase space is dubious, since microstates are epistemically inacces- sible and 

classical mechanics is false as a microphysical theory. If we suppose, then, that SM states are just probability 

measures, it is also not possible to consider the universe as a SM system, since the universe evidently does 

not have stochastic ob- servables (or even stochastic dynamics) according to our best model of the universe. 

Thus SM probabilities are simply not applicable to the universe understood as a SM system. 

I conclude by mentioning how analogous problems hold for GR probabilities, such as those introduced by 

GHS. One cannot hold that such GR probabilities have any empirical content, as neither the dynamics nor the 

observables of GR systems are stochastic. It is also not possible to hold, in the absence of a well-defi probabil- 

ity measure, that the phase space measure alone has empirical content. It strains credulity to suppose that 

the uniform phase space measure encodes distributions of GR subsystems of the universe, such as, for 

example, the distribution of black holes according to mass. 
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A startling prediction of a range of modern cosmological theories is that there exist domains outside our 

observable horizon, where the fundamental constants of nature, and perhaps the effective laws of physics 

more generally, vary. These multi- domain universes (henceforth multiverses) can be described by 

inflationary theories (Vilenkin, 1983; Linde, 1983, 1986), and have also generated attention as a result of the 

discovery of the string theory landscape (Bousso and Polchinski, 2000; Kachru et al. 2003; Susskind, 2007). 

A pressing question in this context is: how can we test the existence of such a multiverse? One indirect 

test is via a comparison between theory-generated probability distributions for observable parameters, and 

observations that we might make in our domain. Defining probability distributions in multiverse scenarios is, 

however, beset with difficulties (Aguirre, 2007). One must choose a measure to regulate infinities that arise 

in these scenarios, and even if one can solve this thorny issue, the presumed parsimony of any fundamental 

theory that describes a multiverse will likely render probabilities for our observations to be small (Hartle, 

2007). To facilitate the required comparison between theory-generated probability distributions and our 

observations, it has been argued that anthropic conditionalization is needed. The means to achieve such 

conditionalization are problematic, however, as it is unclear who or what we should be conditionalizing on, 

as well as which physical parameters are needed in order to describe the object of the conditionalization. 

Even if one manages to address these problems in a plausible way, a third stumbling block remains, which 

will constitute the focus of this paper. Namely, a suitable measure and conditionalization scheme might make 

our observations more likely, but how likely or typical should they be, before we can consider them to have 

provided support for the theory under consideration? 

One means to address this question is through the principle of mediocrity (Vilenkin, 1995), which in more 

current terminology, argues that we should assume that we are typical of any reference class to which we 

believe we belong. A theory, measure, and suitable conditionalization scheme, which in combination, 

effectively define this reference class, will give rise to a probability distribution whose typical values 

constitute its predictions for what we might observe. The argument then goes that as long as our 

observations are typical according to the distribution, we can assume that our observations have been 

successfully predicted, and that these observations then provide support for the conjunction of the theory, 

measure, and conditionalization scheme under consideration. 
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In this paper, I analyze the efficacy of the principle of mediocrity in two complementary settings. First, I 

argue that under top-down conditionalization (Aguirre and Tegmark, 2005), namely, when we conditionalize 

our distributions by demanding consistency with (all relevant) experimental evidence, we cannot simply 

assume typicality (as argued by Garriga and Vilenkin (2008)), nor can we ignore typicality (Weinstein, 2006). 

I show in a concrete example related to dark matter, that typicality dramatically affects top-down predictions, 

exemplifying the sense in which errors in reasoning about typicality translate to errors in the assessment of 

predictive power. I thereby advocate a line of thinking promoted by Srednicki and Hartle (2010), who argue 

for the inclusion of a 'xerographic distribution' in the computation of probability distributions for observables, 

where these xerographic distributions encode a variety of assumptions regarding typicality. One then 

effectively tests the conjunction of a theory, measure, conditionalization scheme, and xerographic 

distribution, in comparing the resulting probability distribution with our observations. 

In the second half of this paper, I test the principle of mediocrity, utilizing xerographic distributions in the 

context of a multiverse model that generalizes the cosmological model of Srednicki and Hartle (2010). I find 

that for a fixed theory, the assumption of typicality gives rise to higher likelihoods for our data. If, however, 

one allows the underlying theory and the assumption of typicality to vary, then the assumption of typicality 

does not always give rise to the highest likelihoods. Understood from a Bayesian perspective, these results 

show that when one has the freedom to vary both the underlying theory and the xerographic distribution, 

one should find the combination of the two that maximizes the posterior probability, and from this 

combination, one can then infer how typical we are. 

In this way, I argue that not only are we not justified in assuming the principle of mediocrity in multiverse 

cosmological settings, but likelihoods generated by assuming the principle of mediocrity are not necessarily 

the most predictive ones. The principle of mediocrity therefore, is more questionable than has been recently 

claimed. 
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Michael Friedman – who is one of the main proponents of a relativized conception of the a priori in the 

current debate – draws back the idea of a relativized a priori to Hans Reichenbach’s (1920) distinction 

between two meanings of the notion of a priori in Kant’s philosophy. The first is that a priori principles are 

valid for all time. The second meaning is that these principles are constitutive of experience, insofar as they 

provide nonempirical presuppositions for the definition of empirical concepts. This distinction suggests that, 

thought the first meaning of the notion of a priori was disproved by Einstein’s general relativity, the second 

meaning applies to Einstein’s principle of equivalence as a coordinating principle linking Riemannian 

geometry to empirical reality. 

Notwithstanding the importance of Cassirer’s neo-Kantianism for the idea of a renewal of Kant’s 

transcendental philosophy in its connection with the history of science, Friedman’s objection is that Cassirer 

did not take into account discontinuities in the formulation of coordinating principles. For Friedman, Cassirer 

limited himself to point out that there is continuity across theory change, insofar as the mathematical 

structures of the previous theories can be included in that of the new theory. However, Cassirer’s argument 

depends not so much on a formal-logical consideration of mathematical structures but on his analysis of the 

mathematical method in the works of mathematicians such as Bernhard Riemann, Richard Dedekind, and 

Felix Klein. These examples can be related to current variants of structuralism in mathematics, because they 

show that Cassirer’s main interest lies in the transformation of nineteenth-century mathematics from a 

science of specific objects (i.e., of quantities) to  the study of mathematical structures. At the same time, 

Cassirer observed that such abstract concepts as that of manifold and of group were introduced both in view 

of developments immanent to mathematics and in view of possible applications to physics. For example, 

Riemann and Klein expressed the conviction that a clarification of the foundations of geometry was necessary 

for a more comprehensive classification of the hypotheses that can occur in physics. Such a conviction was 

confirmed by Einstein’s use of Riemannian geometry, which had hitherto been considered a purely 

mathematical speculation. 
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The historical aspect of Cassirer’s approach sheds light on his argument for continuity across theory 

change because, in this case, Cassirer (1921) emphasized that classical mechanics and general relativity 

presuppose completely different geometrical hypotheses. He did not account for continuity in terms if 

inclusion of the structures of the former theories in that of the new one.  Rather, continuity here depends on 

the symbolic character of mathematical thinking, which for Cassirer entails: 1) the possibility of correlating 

geometries with the empirical manifold of physical events; 2) the possibility of revising the principles of 

measurement in order for such a correlation to be univocal. My suggestion is that Cassirer’s approach did 

imply a relativized conception of the a priori. Misunderstandings in later reconstructions of his argument 

depend on the broader scope of Cassirer’s inquiry: the a priori role of the principles relative to special theories 

presupposes a comparison of hypotheses at the meta-scientific level of the formation of concepts. Therefore, 

Cassirer argued for continuity at this level. In doing so, he formulated an argument that is not subject to the 

same objections as the logical positivist argument. This is the argument that, even after such radical changes 

as general relativity, the consequences of the former theories can be derived as limiting special cases of the 

new theory. As pointed out by Thomas Kuhn, the problem of this view is that continuity can be showed only 

retrospectively, from the viewpoint of the latter theories. Although the laws derived in this way are special 

cases of relativistic physics, they are not Newtonian laws. “Or at least they are not unless those laws are 

reinterpreted in a way that would have been impossible until after Einstein's work” (Kuhn 1962, 101). Cassirer 

did not restrict his consideration to the retrospective view because he looked at the example of mathematics 

to explore the connection between symbolic thinking and future experience. It did not suffice to point out 

the limiting cases; Cassirer’s goal was to show that even the new formulation of natural laws had been 

foreshadowed in the form of mathematical hypotheses. 
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Recent philosophy of science is characterised by considerable interest towards the social aspects of science 

and some of these accounts also include proposals about changes to be made in the way science is organised 

and governed (see, e.g., Biddle 2013, Brown 2008, Solomon 2001). The aim of my presentation is to discuss 

what role research in political science could play in such a proposal. 

Philip Kitcher (2001, 2011) has developed the model of “well-ordered science” as the basis for 

approaching the organisation of science in democratic society. This model requires considerable changes in 

the organisation of science. The most important of them is the radical rethinking of the process of setting the 

aims for scientific research: the priorities are to be assigned to research projects on the basis of 

understanding that the ultimate aim is to ensure equal chances to live a worthwhile life to all members of 

human race. With this aim in mind, deliberators representative of the human race make particular decisions, 

subject to tutoring by experts about epistemic significance of the research projects that are currently 

pursued. The decisions are made as a result of sympathetic mutual engagement in a conversation where 

deliberators learn about each other’s needs and decide upon the fair distribution of research effort to 

address them. 

While “well-ordered science” is meant as an ideal, Kitcher’s recent discussion includes references to 

practical attempts to involve the public in deliberations on issues related to science and technology, such as 

deliberative polling and citizen juries. Discussing them, Kitcher presents a particular vision of the relation 

between philosophical proposals and research in political science: in Kitcher’s words, the political scientists 

show “How?” and his model indicates “Where?” to improve democratic deliberation (Kitcher 2011, 225). 

In my presentation I argue against Kitcher’s view that the role of political science is best seen as offering 

some universal tools to be applied where the philosopher needs them. Instead, I suggest a more local and 

context-specific approach. 

In my argument, I draw on Sheila Jasanoff’s (2005) comparative analyses in order to undermine Kitcher’s 

assumptions about the universal character of democracy and the context- independent and transferable 

character of forms of democratic deliberation. Jasanoff’s analysis of politics of biotechnology in Germany, 

Great Britain and the United States shows that countries with similarly well-established democratic traditions 

may have surprisingly different political cultures, with different standards for establishing the status of the 

expert and credibility of claims to knowledge made in the public sphere—what Jasanoff calls “a civic 
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epistemology”—as a part of these cultures. Thus, democracies may (and do, as Jasanoff shows on numerous 

examples) end up with remarkably different science and technology policies created and maintained as a 

result of different forms of deliberation and policy making, including different ways of engaging the public. 

Jasanoff associates the belief in universal solutions with the early period of comparative studies—a belief 

that the growth of the field makes increasingly problematic: 

With growing awareness of the culturally embedded character of both knowledge and policy, there are 

reasons to be sceptical of unproblematic learning from others’ experiences. The insights gained from  

comparative analysis suggest, indeed, that  neglecting cultural specificities in policymaking may be an 

invitation to failure within any political community’s own terms of reference. (Jasanoff 2005, 15) 

Thus, there are reasons to think that increasing attention to the forms that science policy in general and 

attempts to involve the public there in particular may take in a democratic society will not result in universally 

applicable instructions “How”. Learning from analyses of developments in science policy is not likely to result 

in the straightforward ability to direct and control. Instead, one could hope for an improved ability to 

understand the differences and to recognise the difficulties an attempt of change may face. 

The appreciation of possibilities and obstacles of a particular local context may be used to support a 

different role for the philosopher of science that avoids another problem inherent in Kitcher’s position. 

Kitcher seems to believe that philosophers are in position to point out “where” changes are to be initiated. 

One may wonder, however, whether there is political will—be it among policy makers, researchers or the 

public—to initiate and sustain such a philosophically motivated change. 

I suggest that instead of trying to indicate where to begin, philosophers of science could draw on science 

policy analyses in order to understand where relevant developments in science policy are already happening, 

and become involved with them, attracting attention to the epistemic aspects of the changes that often have 

different—political and ethical—motivations. There already are some discussions of the possibility of such a 

local political engagement in philosophy of science (Kourany 2003) and accounts of a philosopher’s 

experience doing that (Douglas 2010). I suggest that the engagement of philosophy of science with research 

in political science is best understood as developing further this emerging model of doing politically relevant 

philosophy of science and not as a search for context-independent tools to use in a reform of science from 

the ground up. 
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Different approaches to welfare measurement in economics and other social sciences do not only differ in 

terms of measurement procedures, but also employ different conceptions of well-being. How do we know 

which one of these has a better understanding of well-being? Anna Alexandrova (2012a, 2012b, 2014) has 

argued that the appropriate axiological standards for well-being science do not come from a theory in 

philosophy, because of the lack of a unifying philosophical account and because the current accounts are 

unhelpfully context-independent. I argue that the reason philosophy cannot play this role is not context-

dependency, but different conceptual demands in science and philosophy. I argue that we can assess value 

adequacy on the shared pre-theoretical basis of intuitions of philosophical well-being theories. I spell out a 

methodology to arrive at a robust basis of pre-theoretical intuitions by means of a reflective equilibrium, and 

derive a number of practical criteria. 
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The law of continuity is well-known as a fundamental principle in Leibniz' metaphysics. A version of Leibniz' 

law of continuity played a central role in eighteenth century physics, especially, but not exclusively, in the 

context of hard body collisions. In this paper, I discuss the role of the law of continuity in the work of Johann 

Bernoulli, Emilie Du Châtelet, and Roger Boscovich, around the mid- eighteenth century. I argue that for 

them, the law of continuity implied a correspondence between nature and mathematics, which made a 

mathematical treatment of nature possible. They provided arguments for the universal validity of the law of 

continuity in both natural processes and geometry. However, they ran into problems when confronted with 

developments within mathematics, specifically the possibility of discontinuous geometrical curves. This 
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undermined the argument of continuity in nature based on a correspondence with mathematics, and showed 

that the mathematizability of nature could not be based on such strict argumentation. 

In the first part of the talk, I show that for Bernoulli, Du Châtelet and Boscovich, there are two versions of 

the law of continuity: (1) all geometrical curves are continuous and go through all intermediate values, and 

(2) all change in nature takes place gradually in time, and physical quantities can only change from one value 

to another by going through all intermediate values. These two versions of the law of continuity were so 

closely related that they were often not even distinguished. Thus, a core aspect of the law of continuity was 

a direct and unproblematic correspondence between nature and mathematics. 

The law of continuity played a central role in the work in physics of Bernoulli, Du Châtelet and Boscovich. 

It ruled out the possibility of hard bodies, for a collision between hard bodies would involve a discontinuity 

in the direction of motion. It had implications for the laws of motion. And for Boscovich, it was a core 

assumption of his influential theory according to which matter consists of point particles, with a force acting 

between them which oscillates between attractive and repulsive as a function of distance. 

Furthermore, by implying a correspondence between nature and mathematics, the law of continuity ensured 

that physical processes could be represented by continuous mathematical functions, and that the rate of 

change of physical quantities could be described by differential equations. It was therefore essential for the 

mathematical treatment of nature. 

The main part of my talk will be devoted to an examination of the basis of the law of continuity in the 

work of Bernoulli, Du Châtelet and Boscovich. I show that for Bernoulli and Du Châtelet (who explicitly based 

their ideas on Leibniz), the law of continuity was based on a metaphysics of causal determination. If there is 

a discontinuity between subsequent states of a system, this means that there is a break in causal connection, 

and the new state is not a continuation of previous states and therefore undetermined; this is metaphysically 

impossible. 

Boscovich rejected this line of argument. However, he gave two other arguments for the law of continuity: 

one from induction, and one from metaphysics. According to the argument from induction, we see continuity 

everywhere in nature and in mathematics, and on this basis we are justified in inferring that there must 

always be continuity. I show that this argument is deeply problematic; in fact, the fact that the law of 

continuity leads him to a theory according to which matter is not continuous but consists of a discrete number 

of point particles undermines some of his examples of observed continuity. The argument from metaphysics 

goes roughly as follows: suppose that a physical quantity, e.g. the position of a body, changes as a function 

of time. The possible values of the quantity form a mathematical continuum, thus for any two different 

values, there is an interval in between. Now, suppose that at time t, the position changes discontinuously 

from A to B. Then there are two possibilities. Either A and B correspond to the same instant t. Then at t, the         

position has two different values, which is metaphysically impossible. Or A and B do not correspond to the 

same instant t. In that case, there must be an interval in between, in which the quantity either has no value 
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(if A comes before B) or two values (if B comes before A); this is also metaphysically impossible. Thus, no such 

discontinuous changes are possible. Ultimately, the argument is based on a denial of open intervals. 

A relevant aspect of the arguments of Du Châtelet and Boscovich is that they are applied both to nature 

and to geometry. The arguments do not only show that natural processes are always continuous, they are 

also meant to be strict demonstrations of the continuity of all 'proper' curves in geometry. A 'proper' curve 

here is any curve that can be expressed through a single algebraic expression: a discontinuity in such a curve 

must be impossible. This applies not only to jump discontinuities but also to sharp bends, which represent 

discontinuous changes in the derivative of the curve. 

Du Châtelet and Boscovich thus defended a strong claim of continuity in geometry; however, this claim 

turned out to be problematic. They were confronted with the fact that there are curves which are generated 

by a single algebraic expression but which do have sharp bends: an example is the curve x2+y3=0, which has 

a sharp bend in the origin. There seems to be no reason to invalidate this curve as a proper geometrical curve. 

Du Châtelet and Boscovich both sought for ways to deal with this type of discontinuity in geometry, and 

to argue that it does not involve a violation of the law of continuity: Du Châtelet argued that the curve can 

be understood as a limit of continuous curves, and Boscovich argued that the tangent can be understood as 

changing continuously. However, their arguments were problematic. Ultimately, their attempts to base the 

mathematizability of nature on strict metaphysical argumentation therefore failed.



Abstracts  Symposia & Contributed Papers VI 
 Friday 13:00 – 15:00 

 

232  

Symposia & Contributed Papers VI 

 

Science within Metaphysics and Metaphysics within Science:   Symposium 

Articulating the Relationship between Metaphysics of  

Science and Traditional Metaphysics 

Organizer: Thomas Pradeu 

Chair: Juha Saatsi  Room 5D, Friday 13:00 – 15:00 

 
Metaphysics and Science: Rationalism and Empiricism 

 

HELEN BEEBEE 

University of Manchester 

helen.beebee@manchester.ac.uk 

 
Building Bridges with the Right Tools: Modality and the Standard Model 

 

STEVEN FRENCH 

University of Leeds 

s.r.d.french@leeds.ac.uk 

 
Situating Metaphysics of Science: Back to Square One 

 

ALEXANDRE GUAY 

Université catholique de Louvain 

alexandre.guay@uclouvain.be 

THOMAS PRADEU 

CNRS, University of Bordeaux 

thomas.pradeu@u-bordeaux.fr

 
Are the Questions of Metaphysics More Fundamental than Those of Science? 
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General Description 

In recent years, “metaphysics of science” has become a highly dynamic subfield within philosophy of science. 

Yet it is not always easy to understand what this label means. The project of this symposium stemmed from 
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the realisation that the phrase “metaphysics of science” is used in quite diverse senses, and covers in fact 

quite different research projects. In an attempt to contribute to clarifying what the meaning and aims of 

“metaphysics of science” are, we suggest distinguishing at least three different projects, all defended in 

recent literature: 

i) “Metaphysics of science” as an attempt to replace traditional and analytic metaphysics by a “scientific 

metaphysics”, which rests on the conviction that our best metaphysical views should reflect directly our best 

scientific theories (e.g., Maudlin 2007; Ladyman and Ross 2007; Ross, Ladyman and Kincaid 2013). Here 

metaphysics of science is intrinsically very close to science, most often to one specific scientific field, such as 

physics, biology or the social sciences, and it is built mainly by philosophers of science or sometimes by 

philosophically-inclined scientists. 

ii) “Metaphysics of science” as an attempt to offer an account of highly general notions supposedly found 

in all the sciences, as for examples the notions of law or causation (e.g., Mumford and Tugby 2013; see also 

Lewis 1973 on causation, and Armstrong 1983 on laws). Here metaphysics of science is rather a general 

metaphysics applied to science. It is at a distance from science, and a fortiori at a distance from any specific 

science, and it is mainly built by metaphysicians, rather than philosophers of science or scientists. 

iii) “Metaphysics of science” as an attempt to build something like a “reflective equilibrium” between 

traditional metaphysics and metaphysical lessons taken from current science (e.g., Morganti 2013; Guay and 

Pradeu 2015). Here proponents of metaphysics of science always keep an eye on current sciences, but 

consider that metaphysics of science cannot be a direct reflection of those current sciences. Rather, they use 

both the concepts and the views built by a long metaphysical tradition and they confront them with current 

scientific worldviews (something that even some logical positivists did: see Ney 2012). One recent illustration 

of this attitude is the suggestion to use traditional metaphysics as a potential “toolbox” for the construction 

of an adequate metaphysics of science (French and McKenzie 2012; French 2014). An important challenge, 

at this stage, is to determine whether or not current science and metaphysics of science could in turn be used 

as “toolboxes” for traditional metaphysics. 

Through a discussion of these three different research programs that have all used the label “metaphysics 

of science”, the aim of this session will be to clarify the nature of the relations between metaphysics and 

science, by showing how metaphysics can be used by science, and vice versa. Stepping back from the current 

metaphysical “battlefield” (in which “scientific metaphysicians” tend to argue that metaphysics is just too far 

from science to be legitimate, and traditional metaphysicians tend to argue that science-based metaphysics 

is nothing more than a naïve acceptance of current scientific worldviews), we deliberately adopt a pragmatic 

attitude that emphasises dialogue and fruitful interaction: first, we claim that metaphysics of science can be 

built only by people who know the details of both current science and traditional metaphysics; second, we 

suggest that the most productive results are likely to stem from the precise articulation of the inter-

relationships between these domains. Key concepts such as causation or individuality, fundamentality and 
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dependence deployed in the context of key scientific fields such as quantum mechanics or cognitive sciences 

will serve to flesh out this articulation. 
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Abstracts 

1. Helen Beebee: Metaphysics and science: rationalism and empiricism 

This paper addresses the second conception of ‘metaphysics of science’ described in the symposium 

description, according to which metaphysics of science is ‘an attempt to offer an account of highly general 

notions supposedly found in all sciences’, e.g. laws and causation. 

My starting-point is the conception of metaphysics and its evidential (or, perhaps better, quasi-evidential) 

base, as enshrined in much of contemporary ontology and described explicitly by Paul (2010, 2012). On this 

view, roughly, theory construction in ontology proceeds by appealing primarily to a priori forms of reasoning, 

deploying principles whose justification (at least in the domain of ontology) does not derive from empirical 

success, such as appeals to simplicity, parsimony and inference to the best explanation. And the ‘data’ that 

supports (or conflicts with) ontological theories comes from ordinary judgements (or ‘intuitions’) that are 

perceptual or ‘quasi-perceptual’ in nature. 

The paper asks two questions: (a) to what extent does the above conception of metaphysics constitute a 

reversion to rationalism?, and – to the extent that it does constitute such a reversion – (b) is this rationalist 

conception of the nature of reality and our epistemic access to it really viable? My basic contention will be 

that the answers to these questions are ‘to quite a great extent’ and ‘no’: there are good (and familiar) 

reasons to deny that discovery of the nature of things can be achieved on the basis of ‘intuition’ and a priori 

reasoning. I argue that old-school conceptual analysis, while much maligned of late, has much to offer when 

it comes to a rapprochement between metaphysics and science. 

 



Abstracts  Symposia & Contributed Papers VI 
 Friday 13:00 – 15:00 

 

235  

References 
Paul,  L.A.  2010. ‘A new role for experimental work in metaphysics’, Review of Philosophy and Psychology, 1: 
461-76. 
-- 2012. ‘Metaphysics as modeling: the handmaiden’s tale’, Philosophical Studies, 160: 1-29 
 

2. Steven French: Building Bridges with the Right Tools: Modality and the Standard Model 

The relationship between metaphysics and the philosophy of science has often seemed to be antagonistic, 

with swathes of current metaphysics dismissed for being out of touch with developments in modern physics 

(see for example, Ladyman and Ross 2007; Callendar 2011). However, more recently it has been suggested 

that although there is some force to this last claim, metaphysics can nevertheless be taken to offer a kind of 

‘toolbox’ from which philosophers of science can select various devices, manoeuvres and frameworks to help 

in the interpretation and understanding of scientific theories (French and McKenzie 2012 and forthcoming; 

French 2014). In the current paper I develop this approach further in the context of the metaphysics of 

modality: with Humean and dispositionalist approaches to the laws and symmetries of physics (as embodied 

in the so-called Standard Model) regarded as inadequate, conceptual space has opened up for alternative 

approaches to physical possibility in this context. Here I indicate how some recent considerations in the 

metaphysics of possibility might be drawn upon to help outline and explore such approaches. I conclude by 

discussing the concern that such a toolbox approach is inherently unstable insofar as it both rejects and 

makes use of current metaphysical moves and I use the example of physical possibility to help assuage such 

worries. 
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French, S. The Structure of the World: Metaphysics and Representation. Oxford: Oxford University Press,  

2014. 
French, S. and McKenzie, K. ‘Rethinking Outside the Toolbox: Reflecting Again on the Relationship  

Between Philosophy of Science and Metaphysics’, forthcoming in T. Bigaj and C. Wuthrich (eds),  
Metaphysics in Contemporary Physics, Poznan Studies in the Philosophy of the Sciences and the  
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42-59, 2012. 
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3. Alexandre Guay and Thomas Pradeu: Situating Metaphysics of Science: Back to Square One 

Several advocates of the active field of “metaphysics of science” have recently argued that a truly naturalistic 

metaphysics should be based solely on current science, and that it should replace more traditional, intuition- 

based, forms of metaphysics. In this paper, we aim at clarifying this claim. We describe the current 

metaphysical battlefield of metaphysics not as a dichotomy, but as a “square”, with descriptive metaphysics, 

revisionary metaphysics, commonsense metaphysics and metaphysics of science as its four corners. We use 
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this square to better determine the project of today’s “naturalistic” metaphysics of science, and to 

demonstrate that the target of this project is not defined with enough precision and clarity. This leads us to 

defend the view that metaphysics of science should be seen as a form of general metaphysics that needs 

other forms of metaphysical projects to achieve its aims. We conclude by endorsing a wider and more 

peaceful understanding of “metaphysics of science.” 

 

4. Alyssa Ney: Are the Questions of Metaphysics More Fundamental Than Those of Science? 

When pursued naturalistically, fundamental metaphysics may seem forced to navigate a narrow path. So 

that it may be a worthwhile enterprise, it must have claim to discovery of a distinctive set of objective truths. 

Yet it must also avoid potential competition or conflict with fundamental scientific theories. And so this 

seems to require that metaphysicians avoid those topics addressed by scientific theories. This would threaten 

to exclude most of the traditional areas of fundamental metaphysical research. In response to this problem, 

some (naturalistic) metaphysicians have argued that properly understood, the traditional problems of 

metaphysics are not aimed at discovering a realm of truths also studied by science. Instead metaphysicians 

investigate a realm of truths more fundamental than those of fundamental science. Laurie Paul (2013) has 

developed the best worked- out defense of this claim. This paper brings the author’s recent work on 

fundamentality to bear on this issue, first examining what is required both in science and metaphysics for a 

theory to count as a fundamental theory. Some criteria are presented which suggest that metaphysics does 

not investigate a realm more fundamental than that of science. This then raises the question of how 

metaphysics can have a distinctive subject matter without stepping on the toes of science. I argue that 

metaphysics does not need to have a distinctive subject matter to be a worthwhile enterprise and sketch 

some problems in current research that require collaboration between metaphysics and physics.
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General Description 

The theory of imprecise probabilities (IP) encompasses a family of models of un- certainty, but chief among 

the brood is the theory of lower previsions (Williams 1978; Williams 2007; Walley 1991; Troffaes and de 

Cooman 2014), which is a gen- eralization of de Finetti’s theory of previsions (1937, 1974). The aim of the 

theory of lower previsions is to model the type of uncertainty that arises from having insuffi- cient 

information to identify a single probability, thereby distinguishing between what Frank Knight called decision-

making under conditions of uncertainty and decision- making under conditions of risk. 

mailto:j.carr@leeds.ac.uk
mailto:Seamus.Bradley@lrz.uni-muenchen.de
mailto:gregory.r.wheeler@gmail.com
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The history of IP is long but controversial.38 Savage (1972, Ch. 4) thought IP un-workable; de Finetti, ill-

motivated(1974). Versions of these objections are heard from contemporary critics, and more. But one thing 

that has changed is that the mathemati- cal foundations for a wide class of imprecise probability theories, 

which have been in place since (Walley 1991), recently have been greatly simplified and extended (Trof- faes 

and de Cooman 2014). Thus, now is the time to give a critical reassessment of the theory of imprecise 

probabilities. 

The proposed symposium will draw together two contemporary critics of imprecise probabilities, Jennifer 

Carr and Jon Williamson, and two defenders of imprecise probabilities, Seamus Bradley and Gregory 

Wheeler. There will be two 30 minute presentations (25 minute talk and 5 minute response) by Carr and 

Williamson, respectively, a 40 minute reply by Bradley and Wheeler, and a 20 minute discussion period.  

 

Abstracts 

1. Jon Williamson: The Epistemological Significance of Imprecise Probability 

It has been suggested that imprecise probability offers a more plausible theory of partial belief than Bayesian 

(precise) probability does. This is largely due to two considerations. First, because imprecise probability is 

apparently based on a more realistic betting model. where one is not obliged to bet for and against a 

proposition at the same rate as one is under the Bayesian account. Second, because it is thought that 

imprecise probabilities distinguish the weight of evidence that is pertinent to any particular proposition; it 

may not be clear whether a Bayesian probability of 1/2, for instance, is based on excellent evidence of a 

chance process or on no evidence at all. 

I argue against both these claims. First I explain that, while imprecise probability does indeed align with a 

more realistic betting scenario than the one which underpins Bayesian probability, the betting quotients 

under this account offer a less plausible explication of partial belief than do Bayesian betting quotients. Thus, 

what imprecise probability gains in terms of descriptive accuracy when betting comes at the expense of it 

providing a viable normative account of partial belief. Second, I show that the well known problem of dilation 

for imprecise probability puts paid to the idea that imprecise probability handles weight of evidence any 

better than Bayesian probability. I explain why it is a mistake to think that one’s partial beliefs should be 

expected to capture the notion of weight of evidence and why in any case a Bayesian account of partial belief 

is already a part of a general epistemology that does adequately capture this notion. 

I close by noting one way in which the standard Bayesian account offers a better model of partial belief 

than does imprecise probability. Belief is the primary basis for action. A model of partial belief should provide 

an account of the bearing of partial belief on rational action. The Bayesian account, which appeals to a 

                                                           
38Contemporary work on imprecise probabilities traces to ideas found in George Boole (1854) and John Maynard Keynes 
(1921), but especially to work by B. O. Koopman (1940), Alfreds Horn and Tarski (1948), Paul Halmos (1950), I. J. Good 
(1952), C. A. B. Smith (1961), Daniel Ellsberg (1961), Glenn Shafer (1976), Isaac Levi (1974, 1980), and Jay Kadane, Mark 
Schervish and Teddy Seidenfeld (1999). Recent critics include (White 2010; Elga 2010). See (Bradley 2014) for a review. 
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decision theory based on maximising expected utility, does this quite well. However, there is no single 

decision rule for imprecise probability - there are lots of rules, each with their own merits. Moreover, the 

more plausible general decision rules tend not to determine which action should be taken. Hence, imprecise 

probability underdetermines rational action in two key ways. 

 

2. Jennifer Carr: What Do (Im)precise Credences Represent? 

Some proponents of imprecise credences hold that precise credences are not merely psychologically 

unrealistic, but epistemically irrational. Faced with ambiguous or un- specific evidence, imprecise credences 

are rationally mandatory: precise credences are objectionably committal and evidentially arbitrary. I pose a 

challenge to the imprecise view. Briefly, the view faces many of the same worries that were meant to 

motivate it in the first place. (If a real-valued credence is arbitrary or overly committal, so is a set- valued 

credence.) The imprecise view faces this challenges because it incorporates a certain idealization: that 

imprecise credences are non-vague. But, I argue, doing away with that idealization effectively collapses the 

imprecise view into a particular form of precise view: one according to which ambiguous or unspecific 

evidence rationally requires uncertainty about evidential or objective probabilities. 

Once uncertainty about evidential and objective probabilities are on the table, I argue that the imprecise 

view is unmotivated. The claim that precise credences are inappropriately informative or committal depends 

on an implausible interpretation of the what precise credences are informative about. The claim that 

indeterminate evi- dential support requires imprecise credences is also unmotivated: it tacitly depends on a 

hypothesis about the relation between indeterminacy and norms that is at best ques- tionable, and clearly 

false in the practical case. Are there any reasons to go imprecise that don’t equally support going precise 

with normative uncertainty? The answer, I argue, is no. Anything mushy can do, sharp can do better 

 

3. Seamus Bradley and Gregory Wheeler: Replies to Carr and Williamson 

Before considering the specific objections raised by Carr and Williamson, we will first give a brief overview of 

the theory of lower previsions, where we will demonstrate that this influential IP theory is an epistemic and 

behavioral model of rational belief that is firmly in the tradition of Ramsey, de Finetti, and Savage. 

To be more specific, one way to model an agent’s beliefs is to use risky transactions to identify her sets of 

acceptable gambles39 that she will accept. Equivalently, one may instead model belief directly through 

eliciting her lower previsions, which represent her disposition to exchange risky transactions having some 

fixed and certain reward. The first general point we wish to make is that the framework of sets of ac- ceptable 

gambles is a very general theory: several familiar models of belief, including many advanced by critics as 

alternatives to IP, appear as special cases, including the traditional strict Bayesian model of belief advocated 

                                                           
39Here we follow the terminology of acceptable (bounded / unbounded) gambles of (Troffaes and de Cooman 2014). 
Note that (Walley 1991; Walley 2000, §3.8) uses the term ‘desirable gambles’ instead. 
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by Carr. A second general point we wish to make is that, unsurprisingly, individuating properties of these 

special case theories of belief should not be mistaken for properties of the general theory; in par- ticular, 

some forms of reasoning that are sound within particular special theories are invalid in the general theory 

(Pedersen and Wheeler 2014). This observation is crucial to keep in mind when evaluating alleged failings of 

IP in general, and the theory of lower previsions in particular. 

Criticisms of IP fall into two main categories. There are epistemological or evi- dential criticisms and there 

are decision theoretic ones. We discuss both in turn. 

The evidential criticisms concern IP’s alleged advantage over orthodox Bayesian- ism with respect to 

representing agents with uncertain or incomplete evidence. Carr argues that there is no such advantage: 

precise models can do just as well. Williamson argues that the IP phenomenon of “dilation” undermines any 

such claim to superi- ority on behalf of IP. We respond that, given recent characterization results of dila- tion 

purely in terms of distance from stochastic independence (Pedersen and Wheeler 2014), several 

misconceptions about dilation can be put to rest. 

Turning to the decision theoretic criticisms now: it is claimed that IP can’t be given the same betting odds 

interpretation that orthodox Bayesianism can. We show that IP admits a very natural betting interpretation 

in terms of sets of acceptable gambles, and we argue that the standard “two-sided” bet interpretation 

favoured by Williamson suffers from a problem that doesn’t affect IP. Williamson further argues that IP 

cannot always give advice as to which of two options is to be preferred. We argue that this is not a failure 

but a feature: one motivation for IP is to represent agents who fail to have complete preferences. Since 

incompleteness of preference is precisely failing to take either option to be preferred, IP may be seen as an 

inference mechanism to guide action in the face of such attitudes, when and if they should arise. 
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Is there a relation between scientific explanation and scientific understanding? The question was probably 

first addressed by Hempel a good while ago in his work on the ‘covering-law’ model, and then revived by 

Friedman’s seminal 1974 paper ‘Explanation and Scientific Understanding’, which in turn elicited a series of 

reactions, both criticisms and refinements (most notably by Salmon, Kitcher and Lipton). In this paper, after 

I discuss some recent exchange between Trout and De Regt (see below), I propose to conceive of scientific 

understanding as featuring a 'local' and a 'global' component. Under this assumption, various types of 

theories of explanation (causal, unificationist, etc.) are assessed, in light of the fundamental idea that the 

main aim of scientific explanation is to yield understanding of the world. 

As mentioned, the precise relation between explanation and understanding has been discussed in a recent 

debate between J. D. Trout and H. de Regt (see Trout 2002, 2005, 2007; De Regt 2004, 2009), who argued 

con and pro (respectively) the idea that understanding is important to the practice of providing scientific 

explanations. While acknowledging the importance of what is at stake in this exchange, in this paper I attempt 

to show that neither of the parties involved is right –  and that their failures are both non-trivial and 

instructive, thus guiding us toward a potentially better understanding (of the role) of understanding in 

science. Thus, with regard to the central question, whether the ‘aha!’ “feeling of understanding” (or ‘FU’, de 

Regt’s abbreviation in his 2009, 588) truly plays a role in science, I submit that both Trout and de Regt not 

only misidentify their opponent’s position, and thus mostly speak past each other, but also – more 

importantly – fail to support their own positions. 

More specifically, in my estimation the situation is rather entangled, as follows. Trout sets up initially to 

defend the genuinely interesting and provocative view that FU is not necessary in science, but he adduces 

(otherwise novel and illuminating) evidence (from psychology) to the effect that it is in fact not sufficient. So, 

although Trout’s initial goal remains unachieved (I contend), de Regt fails to point this out (actually, he did 

not seem to notice it), and instead veers the discussion somewhat orthogonally to Trout’s concerns, by 

building a case for the existence and significance of what he calls ‘pragmatic understanding’. As it turns out, 

however, this direction is actually right, I believe, and, in agreement with de Regt, I argue that understanding 

has a pragmatic dimension indeed – yet unfortunately his construal of this pragmatic function is misguided. 
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The more general upshot of my discussion is not merely a highlight of the shortcomings of these positions, 

but rather an attempt to take some steps toward a constructive goal, to begin the articulation of a novel 

conception of understanding – I will call it ‘pragmatic-motivational’, featuring a ‘local’ and a ‘global’ 

component) This alternative either has gone unnoticed (by Trout and others, most notably by Hempel 

himself) or has been mis-described (by de Regt). Along the way, I also connect the Trout-de Regt debate to 

related points raised by other authors, such as Grimm (2006, 2010) and Khalifa (2011, 2012). 
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Charles S. Peirce introduced in the 1860s his notion of hypothesis as “inference of a cause from its effect”. In 

the 1890s he coined the term abduction for such an “inference to an explanation”, where explanation can be 

deductive or probabilistic. This notion covers two types of cases. Singular abduction assumes a general law 

of the form “All Fs are G” and infers Fa from Ga. Theoretical abduction starts from surprising facts and seeks 

general laws and theories as their explanations. 

Abduction became a hot topic in the philosophy of science after World War II when Hanson suggested 

that abduction is a logic of discovery and Harman argued that all types of inductive reasoning can be reduced 

to inference to the best explanation (IBE). At the same time Hempel and Rescher started to analyze 

“retroductions” which make inferences from a state of a system to its temporally previous states. But it was 

not recognized that Peirce had discussed such retroductions as special cases of abduction already in the 

1890s. 

Retroduction is a variant of singular abduction, where the general premise is law is a causal law of 

succession: if we know or assume that all Fs are followed by G, then from the event Ga we can reason 

backward in time to the conclusion Fa. Peirce himself illustrated retroduction by the inference from present 

documents to the historical existence of Napoleon Bonaparte. 

This paper shows that similar – and more interesting – examples abound in biology and cultural sciences. 

Darwin’s theory of evolution involves abduction in three ways. First, evidence for this theory is largely 

abductive, based upon its explanatory power with respect to the fossil record, the geographical distribution 

of present species, and morphological and embryological facts. Darwin’s theory of gradual evolution by 

variation and natural selection gives a better explanation of these phenomena than creationism or Intelligent 

Design theories. Secondly, many current traits of organisms can be explained as adaptations, i.e. by the 

assumption that at some earlier time there was a selection or fitness advantage for them. Thirdly, on the 

basis of Darwinian evolution theory and palaeontology, the history of life on earth can be represented by a 

tree with a common descent and branches corresponding to speciation. Evolution is a process which goes 

forward in time, and the reconstruction of the evolutionary trees on the basis of present evidence 

(contemporary forms of life and fossil records of extinct species) is an abductive task in Peirce’s sense. The 

method for constructing such trees of is known as cladistics: similarity of species is measured by the number 
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of their common traits or characters, and a “cladogram” or a “dendrogram” is constructed so that more 

similar species have more recent ancestors. 

Starting from the 1860s, the idea of evolution was applied in the study of culture (sociology, philology, 

ethnology, anthropology, folkloristic, epistemology, ethics). Today there are research programmes for 

reducing cultural evolution to biology (evolutionary psychology, sociobiology) or showing it to be analogous 

to biological evolution (memes as cultural genes), but the success of such attempts is limited by the fact that 

cultural evolution is more Lamarckian than Darwinian: variation is not random (cultural entities are 

intentionally produced with a goal), transmission involves inheritance of acquired characteristics (by learning 

and symbolic languages), and fitness is measured by cultural utilities or social values rather than by success 

in reproduction. In spite of these differences, evolutionism in the humanities has led to abductive inferential 

patters which are similar to cladistics in biological taxonomy. 

In Peirce’s example about Napoleon, the physical objects constituting the documents and monuments 

about this emperor have not changed over time, but in his discussion about the evolution of science Peirce 

considered the possibility that judgments are modified at every recall to the mind. Such gradual changes are 

typical in cultural evolution. For example, Schleicher assumed that, while languages adopt new words, they 

gradually develop toward greater structural simplicity. He concluded that the evolution of languages can be 

represented by family trees which grow from a basic or original form to several branches. 

Textual criticism studies existing variants of written texts (e.g. manuscripts, poems) which are modified 

when they have been copied: hand written copies may include errors which then repeat themselves in later 

copies. The problem is to construct a tree or “stemma” which identifies the original text and shows the 

historical development of its variants. The application of this method to texts in the oral tradition (such as 

epic and lyric folk songs, tales, and jokes) was called “the Finnish method”, since it was developed by Julius 

and Kaarle Krohn, professors of folkloristic at the University of Helsinki. Such cultural items are changed when 

they are orally transmitted from one generation to another or from one village to another. The reconstruction 

of the evolutionary trees of such texts us again an abductive task in Peirce’s sense. 

The inferential structure of textual criticism and stemmatology in cultural sciences is similar to cladistics 

in biological taxonomy. This was shown in 1991 by Robinson and O’Hara who applied a software package 

PAUP, developed originally for phylogenetic analysis, as a computer method in stemmatology. New effective 

computer methods have recently been developed by Heikkilä and Roos for finding parsimonious solutions to 

problems in stemmatology with large data sets. 

These observations reconfirm Peirce’s insight that abduction, both as a method of discovery and 

justification, is an important form of reasoning in many different scientific disciplines. 
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I discuss and refine the concept of “causal probability” that Abrams introduced in 2012. Roughly, causal 

probabilities are objective probabilities for which frequencies reflect probabilities, and for which 

manipulating probabilities manipulates probabilistic patterns. Philosophers often assume that only 

propensities and closely related kinds of probability have this characteristic. Even if propensities are 

defensible, it’s doubtful that they can play all the roles required by causal probability. Moreover, other causal 

probability interpretations have been proposed in recent years by Rosenthal, Strevens, and Abrams, among 

others. Clarifying a concept of causal probability would therefore illuminate the roles of probabilities in 

science. 

First note that many events associated with probabilities exhibit a kind of very loosely systematic pattern 

that Strevens calls a probabilistic pattern: As the numbers of trials of the same kind are increased, frequencies 

usually (but not always) stabilize near certain values. Abrams also emphasized that certain processes 

(roulette wheels, societies, biological populations) often generate stable frequencies, i.e. frequencies that 

don’t usually change in extreme ways from one period of time to another (e.g. from one year to another). 

Such concepts have a certain amount on inherent vagueness, but nevertheless capture intuitions about the 

world with which we’re all familiar, and which scientists routinely take for granted. 

A causal probability exists when: 

1. Objects and properties in terms of which an objective interpretation of probability is defined are 

realized in repeated instances of a chance setup, and produce probabilistic patterns. 

2. Frequencies in these patterns and probabilities can be manipulated by manipulating the objects and 

properties so that outcome frequencies are usually close to outcome probabilities in large numbers of trials. 

For example, a roulette wheel generates probabilistic patterns of outcomes, and these outcomes can 

generally be manipulated by altering the sizes or colors of wedges on the wheel. Many objective 

interpretations of probability will define probabilities for roulette outcomes that are usually close to the 

frequencies of roulette outcomes in large numbers of trials. Moreover, one can manipulate the chance setup 

involving a roulette wheel—for example, by manipulating wedge sizes—so as to change both probabilities of 

outcomes and frequencies of outcomes in the same way. These probabilities are therefore causal 

probabilities. Interpretations of probability that define probabilities that are always causal probabilities can 

be called “causal probability interpretations”. 
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It appears that scientific practice often depends on an implicit distinction between causal probabilities 

and other objective probabilities. For example, when elected officials consider changing a policy about what 

sort of early-childhood education to offer, they don’t do so because they believe that the new policy will 

guarantee outcomes for particular children, or even that particular frequencies of outcomes will be 

guaranteed. Rather, they think that changing the policy is likely to increase the frequencies of certain 

desirable outcomes. On the other hand, when a social scientist calculates the mean and variance of an 

outcome in a population, the probabilities involved in the calculation are themselves finite frequencies. 

Manipulating those probabilities can’t cause changes in those frequencies with which they are identical. 

Some probabilities in models represent causal probabilities and some do not. Prob- abilities in a model 

may fail to represent causal probabilities because they’re intended to represent non-causal probabilities in 

the world, or because probabilities are introduced into the model solely for the purpose of getting parts of it 

to behave in a specified manner, with- out regard to whether processes in the physical world work in a similar 

way. In this last case, probabilities in the model might not represent probabilities of any kind. 

I’ll provide a more precise characterization of “causal probability” by extending Woodward’s account of 

manipulation to probabilistic patterns. 

Assuming that one is willing to go along with the idea that there are probabilistic patterns and that they 

vary, we can represent such variation by values of a variable 𝑌𝑌. However, since the notion of a probabilistic 

pattern is loose and informal, we should be clear that this notion of “variable” is also loose and informal. 

(One benefit of my more precise characterization of causal probability is that it sharpens questions about the 

notion of a probabilistic pattern.) 

Let 𝑌𝑌 range over probabilistic patterns, and let variables 𝑋𝑋1, … ,𝑋𝑋𝑚𝑚 range over variations in properties of 

a chance setup consistent with a general kind of probability. (Example: Many variations in the physical 

structure of dice serve merely to bias outcomes of dice tosses; these variations would represented by the 

variables 𝑋𝑋𝑖𝑖. Alterations in the dice’s structure that turn them into uniformly-colored, spherical marbles 

would fall outside the range of variation represented by those variables; whatever probabilities might apply 

to tosses of marbles, they are of a different kind.) Then we can define, or at least sketch the notion of causal 

probability as follows: 

Suppose that there is a possible intervention on 𝑋𝑋1 that would change 𝑌𝑌. That is, suppose that there are 

some values of 𝑋𝑋2, … ,𝑋𝑋𝑚𝑚 for which, if there is a variable I with a value that (1) would cause  𝑋𝑋1 to take on a 

specific value, which in turn would cause 𝑌𝑌  to take on a particular value, in such a way that (2) the value of 

𝑋𝑋1 no longer depends on the values of other variables 𝑋𝑋𝑖𝑖, where (3) I affects 𝑌𝑌 only via I ’s effect on  𝑋𝑋1, and 

(4) I is probabilistically independent of any variable that could affect 𝑌𝑌 by causal paths not passing through 

𝑋𝑋𝑖𝑖. 

Suppose, in addition, that the same intervention I “affects” probabilities via 𝑋𝑋1′𝑠𝑠 values’ roles in the 

chance setup, and does so for exactly the same values of 𝑋𝑋2, … ,𝑋𝑋𝑚𝑚 in which I affects 𝑌𝑌 via 𝑋𝑋1. 
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Suppose, finally, that there is a fit, in sense appropriate to probabilistic patterns between the probabilities 

determined by the chance setup exhibiting certain values of the 𝑋𝑋𝑖𝑖′𝑠𝑠, and the values of 𝑌𝑌 determined by 

those same values of the 𝑋𝑋𝑖𝑖′𝑠𝑠. (I’ll describe the appropriate sense of “fit” in my talk.) 

Then the probabilities are causal probabilities. 
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On the Limits of Causal Modeling: Spatially-Structurally Complex Phenomena 

 

MARIE I. KAISER 

Universität zu Köln, Philosophisches Seminar 

kaiser.m@uni-koeln.de 

 
In recent decades major advances have been made in formalizing causation and causal inference (Spirtes et 

al. 2000; Pearl 2000) and in using these formalisms to address traditional philosophical issues such as 

scientific discovery and the nature of scientific explanations (Woodward 2003, Woodward and Hitchcock 

2003). At the heart of these formal theories lie causal models that involve elements such as causal graphs, 

probability distributions, Bayesian nets, and structural equations which satisfy certain conditions, most 

prominently the Causal Markov Condition. Causal models are appreciated because they allow for inferring 

causal relations from observed probabilistic correlations, for predicting the effects of manipulations and 

interventions, and because they can be used for representing and explaining causal relationships in very 

general, formal terms. 

Proponents of the causal modeling approach usually emphasize and exemplify the wide scope of their 

approach. In recent years several authors have, for instance, shown that the causal modeling approach can 

also be applied to mechanistic explanations in biology and medicine (Casini et al. 2011; Clarke et al. 2014; 

Gebharter and Kaiser 2014). Also Woodward’s interventionist theory of causation and causal explanation 

that makes extensive use of causal graphs is supposed to be applicable to a very wide range of causal 

relationships, including those in the biological sciences (2010, 2011, 2013). 

I agree that causal modeling is central to scientific practice and that it is a powerful approach to formally 

represent, explain, and discover causal relations. However, I also think that its scope should not be 

overestimated and that it is important to recognize also the limits of the causal modeling approach. In this 

paper I use an example from molecular biology to reveal one of these limits: the explanation of spatially and 

structurally complex biological phenomena. According to my line of criticism, formal causal models fail to 

offer adequate causal explanations of biological phenomena that essentially involve complex spatial and 

chemical-structural relations. This failure is due to the fact that causal graphs only provide causal difference-

making information of the sort: A change in the value of X would under suitable conditions change the value 

(or probability distribution) of Y. The explanations of some biological phenomena, however, seem to be richer 

than this: these explanations do not only represent causal relations but also and in particular spatial relations 

and biochemical structures (such as the conformation and chemical structure of macromolecules, the spatial 

orientation and fitting of macromolecules to each other, and  the complementarity of chemical structures). 

Based on the analysis of a case study from molecular biology, DNA recognition and binding by gene regulatory 
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proteins (cf. Pavletich and Pabo 1991; Luisi 1991; Somers and Phillips 1992; Klemm et al. 1994), I show that 

the formal tools of causal graph theory are too impoverished to model biological processes that involve 

complex spatial-structural relations. 

Interestingly, Woodward (2011) has basically conceded this point, but he does not see this as a limitation 

of his causal modeling or interventionist approach to scientific explanation. Taking a relaxed stance, he argues 

that complex spatiotemporal information can just be added back to the backbone of causal difference-

making information and can be used to “organize” (2011, 423) or “fine-tune” (2013, 55) causal difference-

making information. This paper shows that things are not that easy. Some biological processes involve 

complex spatial and chemical-structural relations that are central to explaining these processes but that 

cannot be adequately represented in causal graph models. My central argument will be that the formal tools 

of causal graph theory are inappropriate to model and to explain spatially and structurally complex biological 

phenomena because they result in causal models which either ignore the importance of spatial and structural 

relations altogether or which try to include the relevant spatial and structural information but, in so doing, 

render the causal graph models non-explanatory, unmanageable, or inadequate because they conflict with 

basic assumptions of causal graph theory. This argument does not erode the significance of formal 

approaches to causal modeling, but it demonstrates that their scope is limited. 
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Einstein’s Physical Strategy, Energy Conservation, Symmetries and Stability 

 

J. BRIAN PITTS 
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While Einstein’s developed General Relativity ahead of his time, the development of relativistic quantum 

mechanics and quantum field theory involved a more systematic exploration by many people over several 

decades: particle physics. It turns out to have a massive, largely positive impact on the manifest rationality 

of gravitational physics vis-a-vis the mystical aura of Einstein’s work on General Relativity noticed by Norton 

and Renn. From the early 1970s until the 2000s, particle physics seemed to provide an eliminative induction 

for General Relativity. From the 1920s to 1970 and again in the 2000s, particle physics suggests what the 

most interesting competition for General Relativity might be, in terms of prior plausibility, fit to data, and 

philosophical payoff. 

One major consequence of the work on quantum mechanics in the 1920s-30s was the completion of the 

exploration of (classical) Special Relativity by finding all possible wave equations covariant under the Poincaré 

group. The result was Wigner’s taxonomy in terms of ‘mass’ (a new fundamental inverse length scale for a 

particle/field) and ‘spin’ (intrinsic angular momentum, related to the scalar vs. vector vs. matrix form of the 

potential). Spin 1/2 particles/fields and the Dirac equation are the most spectacular novelty. Systematic 

comparison of massless particles/fields (for which waves travel at c, the ‘speed of light’ and point sources 

produce a 1/r solution) and massive particles/fields (for which wave speed varies with frequency and point 

sources produce a solution exp(-mr)/r) is comparably important. Massless particles/fields tend to have larger 

symmetry groups, sometimes even infinite-parameter gauge symmetries. 

Thus one could situate Einstein’s theory within the full range of relativistic wave equations and Lorentz 

group representations: classical field theories in disguise. In 1939 Pauli and Fierz recognized the equation for 

a massless spin 2 field as the source-free linearized Einstein equations. Rosen wondered about deriving 

General Relativity’s nonlinearities from flat space-time. Kraichnan, Gupta, Feynman, Weinberg, Deser et al. 

eventually filled in the gaps, showing that, on pain of instability due to negative energies, Einstein’s theory 

(massless spin 2) is basically the only option except perhaps a massive spin 2, if even that: an argument style 

that philosophers of science recognize as eliminative induction. One can show that the particle physics 

derivations of Einstein’s equations work by a sort of converse Noether theorem from ‘improper’ conservation 

laws to gauge symmetries. Recognizing General Relativity as a massless spin 2 theory provided a physical 
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meaning for the earlier proposed modification for Newtonian gravity by Seeliger and Neumann (1890s) and 

Einstein (1917 cosmological constant paper) in relation to the divergent Newtonian gravitational potential: 

they had proposed in effect a non-relativistic massive spin-0 gravity theory.  By diagnosing many possible 

theories (including Einstein’s 1913-15 Entwurf theory, I observe) as non-viable due to negative-energy 

instability, while suggesting massive counterparts to massless particle/field theories, particle physics 

channels theorizing into directions likely to be viable. Massive spin 2 gravity continued to be developed by, 

among others, Marie-Antoinette Tonnelat (encouraged by de Broglie, inventor of the massive photon in his 

youth) and Ogievetsky & Polubarinov (who pre-invented in the 1960s theories recently discovered in 2010 

with a key feature). 

In the early 1970s massive spin 2 gravity apparently foundered on a dilemma: either the theory has a spin 

0 partner with negative energy (“ghost”) and so is unstable, or it is pure spin 2 and has a discontinuous 

massless limit (van Dam-Veltman-Zakharov discontinuity) bringing empirical falsification. An auxiliary 

argument concluded that a linear spin 2 theory becomes a spin 2-spin 0 theory nonlinearly (“Boulware-Deser 

ghost”), so a full nonlinear (interacting) spin 2 theory isn’t even possible.  Thus General Relativity had a 

compelling basis in particle physics --a more compelling basis than the more famous motivation by Einstein’s 

Principles (equivalence, general relativity, general covariance, Mach). It has been partly shaken, however, 

since 1999 by the doubts that dark energy cast on the long-range behavior of General Relativity. Progress in 

achieving a smooth massless limit nonperturbatively (the Vainshtein mechanism) in the 2000s and the 

avoidance of the spin 0 ghost nonlinearly in 2010-11 have made massive spin 2 gravity a very active topic of 

research in current physics. 

Recent work on the history of General Relativity by Renn, Janssen et al. shows that Einstein found his field 

equations partly by a physical strategy including the Newtonian limit, the electromagnetic analogy, and 

energy conservation. Such themes are similar to those later used by particle physicists, I note. How do 

Einstein’s physical strategy and the particle physics derivations compare? What energy-momentum 

complex(es) did he use and why? Given that Lagrange and Jacobi linked symmetries and conservation, did 

Einstein? If so, to which? How did his work relate to emerging knowledge (1911-14) of the canonical energy- 

momentum tensor and its translation-induced conservation in Herglotz, Mie and Born? After initially using 

energy-momentum tensors hand-crafted from the gravitational field equations, 

Einstein used an identity from his assumed linear coordinate covariance xµ = Aµ∨ xν  to relate them to the 

canonical tensor. Whereas Mie and Born were concerned about the canonical tensor’s asymmetry, Einstein 

did not need to worry because his Entwurf Lagrangian is modelled not so much on Maxwell’s theory (which 

avoids negative-energies at the cost of asymmetric canonical energy-momentum) as on a scalar theory (the 

Newtonian limit) with a symmetric canonical tensor. But as a result, Einstein’s Entwurf theory has 3 negative-

energy field degrees of freedom (ghosts). Thus it fails a 1920s-30s a priori particle physics stability test with 

antecedents in Lagrange’s and Dirichlet’s stability work. This critique of the Entwurf theory is much easier 
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and more compelling than Einstein’s 1915 critique of Entwurf for not admitting rotating coordinates and not 

getting Mercury’s perihelion right. 

Particle physics thus can be useful in the study of gravity both in assessing the growth of objective 

knowledge and in suggesting novel lines of inquiry to see whether and how Einstein faced similar issues. 
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Renormalization and Relativity 
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There has recently been heated debate amongst philosophers of physics about which formulation of 

quantum field theory (QFT) ought to be subjected to philosophical interpretation. Doreen Fraser (2009, 2011) 

has argued that the approach to QFT found in physics textbooks is an inadequate basis for foundational study 

and instead advocates the philosophical significance of axiomatic formulations of the theory, such as the 

algebraic approach originating in Haag and Kaiser (1964). David Wallace (2006, 2011) on the other hand 

defends the legitimacy of the physicist formulation of the theory and argues that philosophers who are 

interested in what we should believe about the world given the successes of high energy physics ought to be 

engaging with this version of QFT. 

There are, I think, many factors underlying this dispute between Fraser and Wallace, but in this paper I 

focus on one important issue over which they clearly diverge, namely the status of relativity in QFT. Wallace 

adopts an understanding of the physicist’s formulation of QFT in which the process of regularising a model, 

for instance by imposing a cuttoff on the energy, is interpreted as explicitly throwing away information about 

high energy degrees of freedom. On this view the standard model of particle physics is a so called effective 

field theory which describes low energy degrees of freedom below the cuttoff but says nothing about the 

physics at higher energies where quantum gravity effects are expected to become dominant. Fraser and 

Wallace both point out that imposing a high energy cuttoff amount to putting a lattice on space-time, which 

violates Poincaré covariance. For Wallace compromising relativity in this way is consistent with the effective 

field theory approach. Relativistic symmetries will, according to Wallace, remain approximate symmetries of 

the low energy degrees of freedom described by the standard model but as an effective field theory it makes 

no claims about the nature of space-time at arbitrarily small length scales. By contrast, Fraser takes QFT to 

be a unification of quantum and relativistic physics which therefore incorporates a commitment to 

Minkowski space-time structure. In the context of this unificationary project imposing a cuttoff to make the 

theory well defined is, according to Fraser, an ad hoc manoeuvre. 

In the first part of this paper I assess the plausibility of Wallace’s response to the apparent clash with 

relativity engendered by the effective field theory approach. Putting aside the technical question of whether 

we can make sense of regularisation in a Poincaré covariant way the key issue is how we should understand 

the notion of approximate or effective Poincaré symmetry once a cuttoff has been imposed. I suggest that 

there is scope for more debate about how the notion of approximate symmetry ought to be explicated, but 
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claim that independently of these more general issues, proponents of the effective field theory approach can 

appeal to renormalization group arguments to the effect that the low energy phenomenology of a cuttoff 

model will differ only negligibly from a Poincaré covariant completion of its high energy degrees of freedom. 

Indeed, Fraser grants this point when she characterises the choice between axiomatic and cuttoff 

formulations of QFT as a case ofunderdetermination of theory by evidence. This result provides a minimal 

notion of effective Poincaré covariance that is, I suggest, sufficient for Wallace’s purposes. 

Fraser’s objection to imposing a cuttoff is ultimately an extra-empirical one then. Cuttoff models can 

reproduce relativistic empirical results; the problem is that they are not fundamentally Poincaré covariant. 

There are parallels here with a common complaint raised against hidden variable reformulations of quantum 

mechanics. Bohmian theories might be able to recover relativistic space-time symmetries at the 

phenomenological level, critics say, but they have given up on fundamental relativity, in this case by adding 

a preferred foliation to space-time. This kind of argument is only as strong as the reasons for demanding 

fundamental Poincaré covariance in the first place however. 

In the latter half of this paper I discuss whether there are legitimate reasons for making this demand in 

the context of the debate over the formulation of QFT. It is useful here to distinguish internal questions about 

a theoretical framework from external questions about how theories relate to the world. One can ask, for 

instance, whether a consistent Newtonian cosmological theory can be formulated independently of whether 

such a theory has anything to do with the physics of the actual world. Similarly, there are excellent reasons, 

from both a philosophical and first order physics perspective, to ask whether quantum theories can be 

consistently combined with fundamental Poincaré covariance. But this project is distinct from the question 

of what we ought to believe about the world given the successes of high energy physics. It seems to me that 

both of these questions are of legitimate philosophical interest and that it may be that different theoretical 

approaches to QFT are the appropriate frameworks for answering each. 

In particular, it is not obvious why fundamental Poincaré covariance should be demanded if we are interested 

in what the standard model tells us about the world, since there is no known formulations of the standard 

model which satisfies this requirement yet there are explicit regularised models that are effectively 

Poincarécovariant at low energies in the sense defended in the first part of the paper. One reason that might 

be put forward for requiring fundamental Poincaré covariance in this context is that special relativistic space-

time structure plays an indispensable role in explaining phenomena like time dilation. Some philosophers do 

seem to talk in this way but I point out that this view has some problematic consequences. First it seems to 

struggle with possibilities raised by some approaches to quantum gravity: that space-time is discrete or 

ultimately a non-fundamental emergent structure for instance. Furthermore, we have already said that 

cuttoff models are capable of reproducing relativistic empirical results so the sense in which they are 

supposed to be explanatorily deficient is at best unclear. I conclude that further arguments are needed to 

use relativity to rule out realist readings of effective field theory formulations of the standard model. 
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The spin-statistics connection (SSC) plays an essential role in explanations of a wide range of non-relativistic 

quantum phenomena such as the electronic structure of solids and the behavior of Einstein-Bose 

condensates, superconductors, and white dwarf stars, among other things.  However, it is only derivable in 

the context of relativistic quantum field theories (RQFTs) in the form of the Spin-Statistics theorem; and there 

are mutually incompatible ways of deriving it. This essay considers the sense in which SSC is an essential 

property in RQFTs, and how it is that an essential property in one type of theory can appear in fundamental 

explanations offered by other, inherently distinct theories. 

The first part of the essay argues that an explanation of SSC based on an appeal to the Spin-Statistics 

theorem is problematic because (a) proofs of the theorem can be formulated in different conceptually 

distinct ways that disagree on the principles essential to the derivation; (b) the theorem does not hold for 

realistic interacting RQFTs; and (c) the theorem does not hold for realistic interacting non-relativistic 

quantum theories.  Given that the majority of evidence for SSC comes from physical systems best described 

by the latter type of theories, an appeal to the Spin-Statistics theorem alone fails to provide a complete 

understanding of SSC.  I drive this point home by arguing that such an appeal cannot be viewed as providing 

any of the standard types of explanation discussed in the philosophy of science literature:  deductive-

nomological, unifying, causal, or structural. 

These considerations suggest that a full account of SSC must go beyond the Spin-Statistics theorem.  A full 

account should explain by virtue of both a derivation from non-fundamental principles in RQFTs, and an 

explication of intertheoretic relations between RQFTs on the one hand, and non-relativistic quantum theories 

on the other.  The second part of the essay characterizes this type of explanation and compares it with a 

similar account given by Weatherall (2011).  In Weatherall's example, a general observational feature of the 

world (the equality of the gravitational and inertial mass of any body) that is expressed in one theory, 

Newtonian gravity, is explained by appealing to another, presumably more fundamental theory, general 

relativity (GR), in which the explanandum cannot be expressed.  The explanatory work is done by means of a 

translation between GR and Newtonian gravity which demonstrates how the explanandum arises in a limiting 

process that goes from GR to Newtonian gravity.  In the present essay, a similar explanation can be 

constructed for SSC in realistic interacting non-relativistic quantum theories.  This explanation demonstrates 

how SSC arises in a limiting process that goes from presumably more fundamental realistic interacting RQFTs 
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(in which SSC cannot be expressed), to non-interacting RQFTs (in which SSC can be expressed and derived), 

and thence to realistic interacting non-relativistic quantum theories (in which SSC appears as a brute 

empirical fact). On the other hand, I argue that the presence of SSC in realistic interacting RQFTs cannot be 

explained by even this type of explanation, and that currently, a problem at the heart of foundational issues 

associated with RQFTs (the "Existence Problem") precludes a full understanding of SSC in this context. 

 

Reference 

Weatherall, J. (2011) 'On (Some) Explanations in Physics', Philosophy of Science 78, 421–447. 
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Macroscopic Oil Droplets Mimicking Quantum Behavior: How Far can we Push an Analogy? 
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Abstract. We describe here a series of experimental analogies between fluid mechanics and quantum 

mechanics recently discovered by a team of physicists. We argue that these experimental facts put ancient 

theoretical work by Madelung on the analogy between fluid and quantum mechanics into new light. We place 

these analogies in their historic and philosophical context, relating them to the de Broglie-Bohm 

interpretation of quantum mechanics. Finally we point out a distinctive advantage of the ‘fluid-mechanical’ 

interpretation of quantum mechanics over the Bohm interpretation: Madelung’s interpretation may rid 

Bohm’s theory of its strongly non-local character.   

 

1. Introduction 

Historically analogies have played an important role in understanding or deriving new scientific results. They 

are generally employed to make a new phenomenon easier to understand by comparing it to a better known 

one. Since the beginning of modern science different kinds of analogies have been used in physics as well as 

in natural history and biology (for a recent historical study, see Gingras and Guay 2011). With the growing 

mathematization of physics, mathematical (or formal) analogies have become more frequent as a tool for 

understanding new phenomena; but also for proposing new interpretations and theories for such new 

discoveries. Einstein, for example, used formal analogies in several of his papers to reveal the corpuscular 

nature of light (Gingras 2005, Norton 2006) and the wave-particle duality (Gingras 2011). Also, there is an 

important philosophical literature devoted to discussing the general validity of analogical inferences (cf. e.g. 

Hesse 1966, Bartha 2010, Norton 2014). One general conclusion of the latter works is that although analogies 

between phenomena are rarely perfect, this mode of inference has, to the least, an essential heuristic value.  

In this article we analyze a striking case of experimental analogies, that may shed new light on the ancient 

problem of the interpretation of quantum mechanics, in particular the wave-particle duality. Over the last 

ten years, a group of French physicists led by Yves Couder has shown, through a series of original 

experiments, that many properties typical of quantum systems can also be observed in classical systems. The 

team uses a fluid-dynamical experimental system essentially composed of a thin film of fluid (a special oil), 

made to vertically vibrate, on which oil droplets are deposited; the dynamics of the system is such that under 

specific conditions such droplets can horizontally ‘walk’ over the oil surface for indefinite time. The Paris 

group showed in particular that walking droplets can exhibit double-slit interference, quantization of angular 
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momentum, and the analogue of tunneling and Zeeman splitting (Couder et al. 2005, 2006, Fort et al. 2010, 

Eddi et al. 2011, 2012). Other researchers have already confirmed and extended these results (Molacek and 

Bush 2013a, 2013b). These analogies are striking because macroscopic fluid mechanics and microscopic 

quantum mechanics are usually thought to be quite disjoint. At the same time they suggest that, contrary to 

what is generally believed, an intuitive understanding of quantum mechanics is maybe not beyond reach. 

These experimental analogies also point to the possibility that formal analogies between hydrodynamics and 

quantum mechanics could exist and be further revealed. 

The first objective of this article is to present these experiments in such a way as to make apparent the 

foundational issues they raise. The description of the most relevant experimental results, revealing the 

analogies, is given in Section 2. In Section 3 we will recall that a formal (mathematical) analogy between fluid 

and quantum mechanics had already been proposed by the German physicist Erwin Madelung, right at the 

birth of quantum mechanics (Madelung 1927). Since this theoretical result is not well known, and since we 

believe it gains new import in the context of the Paris experiments, we will re-derive it in Section 3. We will 

do so in a somewhat more detailed manner than in (Madelung 1927), paying attention to all hypotheses 

made. In Section 4 we will show that Madelung’s ‘fluid-mechanical’ interpretation of quantum mechanics is 

linked to the better-known interpretation proposed by David Bohm (1952); and that an upgraded version of 

the latter (presented in Bohm and Vigier 1954) allows to make a connection with the droplet-experiments. It 

will appear very tempting, again in view of the intriguing analogical results of the Paris group, to identify 

some advantages of the Madelung interpretation over Bohm’s interpretation, which we will do in Section 4.  

By suggesting relations between different processes or object domains, analogies have the potential to 

contribute to the unification of what appear as radically distinct phenomena. Based on the experimental and 

formal analogies presented in Sections 2 and 3, one may infer, as a kind of maximal ‘working hypothesis’ that 

quantum mechanics might, in the end, be nothing else than a fluid-dynamical theory40. The latter inference 

from the experimental results of Couder et al. and the theoretical results of Madelung could be called the 

‘maximal induction’ – it brings the inference to its epistemic focal point. Whether one finds this maximal 

induction a convincing hypothesis is, at present, largely a matter of taste. Clearly, at this point many 

researchers will not adhere to it.  

 

 

 

5. Conclusion 

The goal of this article was to present the analogies between fluid and quantum mechanics recently revealed 

by experiments by a French research team; to show that they can be linked to Madelung’s theoretical analogy 

                                                           
40 That this inference is not disproven by Bell’s theorem, the most stringent mathematical argument that might a priori 
prohibit it, is argued in (Vervoort 2014).   
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between quantum and fluid mechanics; and to advance a few arguments for why the fluid-mechanical 

interpretation of quantum mechanics deserves renewed interest. First we described the analogies in 

sufficient detail so as to make them suitable for a foundational analysis. Then we derived Madelung’s result 

starting from the Navier-Stokes equation and precisely stated all assumptions under which the Navier-Stokes 

equation and the continuity equation transform into the Schrödinger equation. We recalled that a strong link 

exists between the Madelung or fluid-mechanical interpretation of quantum mechanics and the Bohm 

interpretation (both frameworks start from the same basic equations (10b) and (13)). We emphasized that 

Bohm and Vigier (1954) integrated concepts from Madelung into their interpretation, leading them to see 

quantum particles as singularities in a Madelung fluid. We argued that it is this hypothesis that allows to 

connect the droplet-experiments to the Madelung–Bohm theory. Finally, we argued that the Madelung 

interpretation of the 1-particle Schrödinger equation may represent an essential improvement over the 

Bohm interpretation: it may rid the latter of its nonlocal character.   

Thus we hope that the remarkable experiments by Couder et al., showing that local (fluid) systems can 

mimic quantum systems, will give a new impetus to the search for a local theory for quantum mechanics – 

i.e. a theory that is not in blatant contradiction with relativity theory. 
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I sharpen modern accounts of species pluralism by exploring the ‘species concepts as tools’ metaphor on the 

basis of a case study in yeast systematics. A pluralist may rule out certain species concepts as unsuitable tools 

for systematic work by the lights of biological theory, but my aim is to be more discerning. Pluralists 

understand that different concepts work well for different areas of biology, but what this remains under-

explored. Rather than ask on what grounds a concept is legitimate by the light of biological theory, one ought 

to ask how concepts are applied. Philosophers need to develop a notion of how a species concept can be 

used well or misused. For example, the biological species concept (BSC) would be used appropriately if it 

were applied to sexual organisms, would not be used at all with respect to asexual organisms, but how might 

it be used for groups of organisms that straddle the divide between sexual and asexual organisms? 

Application questions remain unanswered by current versions of species pluralism. 

Notably, pluralism implies a one-to-one correspondence between successful applications of a species 

concept and a species, but the way concepts are applied suggests otherwise. Identifying new species involves 

a diverse array of data, molecular, biogeographical, morphological, etc., (e.g., Lachance & Fedor, 2014). My 

work shows how multiple species concepts are used together as tools to extract information from such data. 

Given this sort of research, I develop a rationale to determine whether or not a species concept is being used 

well or not. In order to elucidate the species as tools metaphor, I provide a case study on how concepts are 

used by yeast taxonomists. 

Identifying new species of yeast is a complicated procedure. Though species concepts play a role, it isn’t 

through a straightforward application of a concept that a species is identified. In yeast systematics multiple 

concepts are used in particular situations, because not all are separately adequate. In some cases the BSC is 

not relevant because there are asexual forms of yeast (Freitas et al., 2013). But the BSC can be relevant 

because, though strains of yeast are often haploid (one set of chromosomes), they can be heterothallic (have 

sexes that reside in different individuals), so species ought to be delineated on the basis of reproductive 

discontinuity (Lachance & Fedor, 2014, 541). But in practice, species assignment can be based on the BSC 

and DNA sequencing (Lachance & Fedor, 2014, 542). Often mating success is determined by the sort of spores 

produced, which can be interpreted as a morphological concept tailored to a particular group, but also as a 
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phylogenetic species concept (PSC) based on synapomorphies (shared derived traits). With yeast there can 

also be quite a bit of interspecific mating that can lead to introgression, which can obscure how we interpret 

genetic information. An ecological species concept (ESC) is also relevant, because what sorts of flowers or 

beetles, for example, a strain is commonly found on is important.  

Yeast systematics provides many examples where multiple species concepts are used to identify one 

species. This is important because species pluralists assume that each species concept, when appropriately 

applied, will yield only one species. That is, that there is still a one-to-one correspondence between successful 

applications of species concepts and species. I argue that yeast systematics shows that there can be a many-

to-one correspondence between species concepts and species, and that this doesn’t imply species monism. 

Generalizing from this case, I explain how the ‘species as tools’ metaphor can be used to develop a rationale 

for determining when a concept is being used appropriately within a pluralistic framework. 

One way of interpreting the ‘species as tools’ metaphor imports Waters’ (2011) account of ‘Toolbox 

Theorizing.’ Waters develops this in the context of evolutionary theory with regard to different formulations 

of the Price Equation, a covariance equation that determines the change in allele frequency of a population. 

According to Waters, different versions of the Price equation are needed, and neither is fundamentally 

correct. They are to be thought of as different tools in a box. Depending on the question, a particular version 

will be appropriate. If biologists want to know what would happen if selection were eliminated by changing 

the environment, one version will suffice. If biologists want to know what would happen if transmission bias 

were increased, another version will suffice. Both versions provide informative, partial causal 

decompositions. Applying Waters strategy to species concepts is not a straightforward procedure, and I 

consider and respond to the following two problems. 

One problem concerns the notion of a ‘parsing of causes.’ There are three reasons why this is inadequate. 

First, taxonomists distinguish between different stages of taxonomy: α, β, and γ-taxonomy. The first stage, 

α-taxonomy, does not involve parsing any causes (though β and γ-taxonomy do), but requires the use of a 

species concept (Mayr, 1969, 15). Second, non-causal species concepts can play an important role in yeast 

systematics, especially when used to corroborate the hypotheses of other species concepts. Third, adopting 

Dupr´e’s (1993) species pluralism, which denies a fundamental position to evolutionary theory, allows for 

many non-causal species concepts. 

A second problem comes from a general criticism of species pluralism. Given pluralism, it does not seem 

correct to say, when species concepts yield equi-inclusive groups, that we still have two species. As my case 

study shows, this is not how species concepts are applied. Further, Waters’ ‘Toolbox Theorizing’ does not 

even account for this because there is a one-to-one correspondence between different formulations of the 

Price Equation and different causal parsings. 

I conclude by considering the following worry about my approach. One reason multiple species concepts 

may be used in an area of biology such as this is pragmatic. We want to have a stable classification system. 
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Methods of identifying new species change, and one must be careful when claiming to have discovered a 

new species. If a researcher has more than one way of justifying their identification of a new species, then 

their justification will be more likely to remain stable. 
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1. Introduction 

Proponents of mechanistic explanations suggest there to be a constitutive relevance relation between the 

phenomenon to be explained and the components of its implementing mechanism (Bechtel 2008; Bechtel & 

Abrahamsen 2005; Craver 2007; Craver & Darden 2014; Machamer, Darden, Craver 2000; Illari & Williamson 

2011). According to the standard view, this constitutive relation consists in a part---whole relation and mutual 

manipulability between the mechanism’s components and the phenomenon as a whole (Craver 2007) which 

can be assessed by means of interventions (Woodward 2003, 2011). 

While this view captures certain aspects of scientific practice, it creates a conceptual problem: 

Woodward’s interventions are designed for detecting causal relations while constitutive relevance is 

explicitly described as non-causal. So can we use interventions at all to assess constitutive relations? Even if 

this can be done, an empirical challenge remains: How can we experimentally distinguish between causal and 

constitutive relations? 

Recently, Gebharter & Baumgartner (2015) have suggested a solution to the conceptual problem. 

However, their treatment of the empirical challenge remains unsatisfying. In this paper, we suggest a 

different way to meet the empirical challenge that is based on different possible solutions to the conceptual 

problem. 

 

2. The Emprical Challenge 

We take the empirical challenge to be the following: Suppose you intervene into a variable P and detect a 

change in some other variable C; what can you infer from that? There are three straightforward 

interpretations: 

(1) Causation: P is a cause of C 

(2) Common Cause: The intervention is a common cause of both P and C 

(3) Supervenience/Constitutive Relevance: P supervenes on/is constituted by C (such that C changes in 

virtue of the changes our intervention induces in P) 

 

How can we empirically distinguish between these three interpretations? 3 Excluding Causation 
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3. Excluding Causation 

To allow interventionism to capture the difference between causation and constitution, Baumgartner & 

Gebharter (2013) introduce time into the interventionist definition of a cause: if we are dealing with 

causation, changes in the cause variable have to occur prior to changes in the effect variable. In contrast, 

Common Cause allows for changes at the same time, while Supervenience/Constitutive Relevance requires 

simultaneous changes. Hence, we have a way of solving the conceptual problem as well as a criterion of how 

to empirically identify Causation. 

To grant compatibility between interventionism and the mechanistic view, BLINDED suggests a liberal 

reading of interventions according to which any kind of dependence relation can be picked out by 

interventions. Thus, according to BLINDED, interventions alone cannot disambiguate between (1), (2), and 

(3). Instead, we rely on non-interventionist manipulations — so-called mere interactions — to detect spatial 

and temporal parthood relations. If C and P are spatio-temporally related as part and whole, we have 

evidence against Causation. 

 

4. Excluding Common Cause 

4.1 Fat-handedness 

If we can exclude a causal relation between P and C, say, because we found that they occur simultaneously, 

we still need to disambiguate between interpretations (2) and (3). 

Baumgartner & Gebharter (2015) argue that if C is part of the supervenience base of P, and C is 

constitutively relevant for P, necessarily, an intervention into P is a (direct) common cause of both P and C. 

Whether changes in C and P are merely due to a common cause or whether additionally there is 

supervenience relation involved, can be settled by testing whether interventions into P are always fat-

handed. That is, by testing whether every intervention into P affects any of the mechanism’s components. If 

this is the case, we have evidence for Supervenience/Constitutive Relevance rather than just a Common 

Cause. 

This account is problematic. Frist, in order for C to be constitutively relevant for P, the event represented 

by C has to occupy a part of the spatial region occupied by P. Baumgartner & Gebharter provide no resources 

to account for that. Second, their approach is essentially based on induction. This is empirically problematic. 

Third, the fat-handedness criterion only requires every intervention into P to affect one of the components. 

It is thus insufficient to rule out that P and any particular component C only share a common cause while not 

being otherwise related. Finally, Baumgartner & Gebharter do not capture how empirical scientists actually 

assess different dependency relations. 

 

4.2 Mutual Manipulability as a Causal Relation 
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BLINDED2 answers the empirical challenge in a different way: although constitutive relevance is a non---

causal relation, mutual manipulability occurs due to a causal relation between temporal parts of the 

phenomenon (represented by variables P_1-P_n) and the mechanism’s components. On this view, we can 

empirically disambiguate between (2) and (3) by performing additional experiments. We may, e.g., interfere 

with the original intervention while keeping P_i fixed. If C changes in this experimental setup, this cannot be 

mediated through P_i; our original intervention must be a common cause of P_i and C. 

This approach has several advantages over the fat---handedness approach. It does not rely on induction, 

it can be applied to individual components, and it does not rely on major modifications of the interventionist 

view. 

 

4.3 Non-Interventionist Strategies 

One problem of the strategy suggested by BLINDED2 might be that focusing on interventions alone might not 

be empirically realistic. It may not be practically possible to hold P_i fixed while carrying out an intervention 

on the original intervention. In such cases, scientists may e.g. refer to group comparisons instead. And even 

if it is empirically possible to hold P_i fixed, we need to make sure that this fixation was successful. Such 

manipulation checks, like group comparisons, are instances of the non-interventionist strategies discussed 

by BLINDED. Therefore, we suggest addressing the empirical challenge in two steps: using causal mutual 

manipulation studies and employing additional, partly non---intervention experiments. This way we can 

render interventionism and mechanistic explanations compatible and gain an empirically adequate 

understanding of how different interpretations of observed manipulability can be disambiguated. 
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It is a popular maxim in recent debates about mechanistic explanation that a powerful strategy to explain the 

upper level behavior Ψ of some system S consists in pinpointing the lower level mechanism that constitutes 

Ψ(S) (Glennan 2002; Bechtel and Abrahamsen 2005; Craver 2007). This raises the methodological follow-up 

question as to how mechanisms are best identified, i.e. how those of S’s spatiotemporal parts 𝑿𝑿 =

 𝑋𝑋1, . . . ,𝑋𝑋𝑛𝑛 are singled out, whose activities 𝚽𝚽(𝐗𝐗) =  Φ1(X1), . . . ,Φn(Xn) are constitutively relevant to Ψ(S). 

According to a prominent answer due to Craver (2007), constitutional relations are experimentally uncovered 

along roughly the same lines as causal relations—notwithstanding the fact that constitution and causation 

are very different relations (Craver and Bechtel 2007). 

Since the time of Mill (1843), one of the dominant experimental approaches to uncovering causal 

relations, influentially systematized by Woodward (2003), consists in intervening on causes (in controlled 

environments) to change their effects. Craver (2007) argues that the same basic idea—with a mutuality 

tweak—applies to discovering constitutional relations. Subject to his mutual manipulability account of 

constitution (MM), the behavior Φi(Xi) of a spatiotemporal part Xi of 𝑆𝑆 is a constituent of Ψ(S) iff it is 

possible to ‘ideally’ intervene — in the sense of Woodward (2003, 98) — on Φi(Xi) such that Ψ(S) changes, 

and on Ψ(S) such that Φi(Xi) changes (Craver 2007, 153). Identifying constitutional relations along the lines 

of MM, for Craver, is not only a theoretical proposal but a faithful reconstruction of scientific practice. 

By drawing on a recent result of Baumgartner and Gebharter (2015), the first part of this paper shows 

that MM does not ground an adequate methodology for constitutional discovery. In short, the reason is that 

the idealized experiments required by MM are unrealizable in principle, for upper level phenomena and their 

constituent mechanisms are so tightly coupled that they can only be manipulated with a fat-hand, i.e. via 

common causes. Furthermore, less rigorous but realizable experimental set-ups systematically 

underdetermine the inference to constitutional relations, due to the (non-ideal) fat-handed nature of 

relevant manipulations. In sum, while there exist experimental designs that, given compliance with required 

assumptions about unmeasured background influences, conclusively establish the existence of causal 

relations, no such experimental designs can possibly exist for the inference to constitutional relations. 

Therefore, the inference to constitutional relations cannot proceed along the lines of the inference to causal 

relations. If scientists were to follow MM’s prescriptions, their reasoning would be fallacious. Hence, if we 

grant that their reasoning is not fallacious, it must be reconstructed differently. 
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Inspired by suggestions from Simon (1962) and Wimsatt (1997), the second part of the paper draws on 

recent research in neuroscience to develop an ‘abductivist’ alternative to MM. Neuroscientists increasingly 

rely on network theory (Newman 2006) to split networks of unit activations in the brain, and patterns of co-

activation between them, into distinct component modules, in order to map different cognitive/behavioral 

phenomena onto the different modules (Nelson et al. 2010; Meunier et al. 2009). Resulting decompositions 

are considered optimal if they account for the phenomena under investigation to a high degree of accuracy 

without introducing unnecessary detail, e.g. without exposing the internal composition of each module. This 

procedure, we argue, is best reconstructed as an attempt to give a redundancy-free and empirically adequate 

account of the phenomena—that is, to provide a maximally powerful explanation. Once an optimal 

decomposition has been recovered, its robustness is tested by varying the number or size of the parcellated 

units whose activation is being analyzed, by adding or deleting some of their putative causal connections, or 

by modifying the descriptive grain. When the optimality of the decomposition is shown to be robust across 

such modifications, constitution is taken to be established. In the end, evidence for constitution consists in 

the repeated failure of improving the explanatory power of the decomposition by modifying the set of 

components or activities. 

We propose an approach to constitutional discovery that generalizes this pattern of reasoning. 

Constitutional relations are established by way of abductive inferences. More concretely, the constituents of 

a mechanism for an upper level behavior Ψ(S) are recovered by decomposing the corresponding system S 

into a set of proper spatiotemporal parts X whose behaviors Φ(X) provide the (or a) best explanation of 

Ψ(S). This goal is accomplished, we contend, if the decomposition satisfies the following constraints: 

1 Minimality. The set of components 𝑋𝑋 and the description of their activities 𝚽𝚽(𝐗𝐗) are minimally 

sufficient to deduce Ψ(S). 

2 Coupling. The behavior Ψ(S) and the elements of 𝚽𝚽(𝐗𝐗) are so tightly coupled that: (i) all causes of 

Ψ(S) are common causes of Ψ(S) and some Φi(Xi); (ii) every Φi(Xi) has at least one cause that is a common 

cause of Φi(Xi) and Ψ(S). 

3 No de-coupling. Ψ(S) and 𝚽𝚽(𝐗𝐗) resist de-coupling across all expansions of the variable sets Ψ(S) and 

𝚽𝚽(𝐗𝐗). 

 

Against the background of our proposal, the role of top-down and bottom-up ma- nipulations by fat-handed 

interventions on Ψ(S) and 𝚽𝚽(𝐗𝐗) is not the one depicted in MM. Contrary to MM, successful combinations 

of top-down and bottom-up experiments are never sufficient to warrant the inference to constitutional 

relations. Rather, they are a means to establish the coupling of Ψ(S) and 𝚽𝚽(𝐗𝐗) —in line with (2)—and to test 

whether this coupling can be broken—in line with (3). Persistent failure of attempts at de-coupling are best 

explained by introducing a constitutional dependency between Ψ(S) and 𝚽𝚽(𝐗𝐗) In sum, experimental 

manipulations of Ψ(S) and 𝚽𝚽(𝐗𝐗)  provide evidence for the robustness of the entanglement between Ψ(S) 
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and its putative decomposition 𝚽𝚽(𝐗𝐗). However, there may exist multiple decompositions that equally comply 

with constraints (2) and (3), i.e. decompositions among which experimental manipulations alone cannot 

discriminate. The deducibility of Ψ(S) from sets 𝐗𝐗 and 𝚽𝚽(𝐗𝐗) that are minimal—in line with (1)— then 

identifies a redundancy-free decomposition among the ones complying with (2) and (3). The joint satisfaction 

of constraints (1) to (3) justifies an abductive inference to 𝚽𝚽(𝐗𝐗) constituting Ψ(S), namely an inference to a 

maximally simple and robust decomposition—an inference to the (or a) best mechanistic explanation of 

Ψ(S). Ultimately, the constraints form a justificatory basis for the inference to constitution: the higher our 

confidence that (1) to (3) are satisfied, the more the inference is justified. 
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The ancestral health movement (AHM) is a family of attempts to integrate concepts from evolutionary 

biology into the human and health sciences, in e.g. evolutionary medicine or the “Paleo diet”. The AHM looks 

to evolutionary biology not only to develop hypotheses about the causes of human health outcomes, but 

also to develop recommendations for health interventions. Needless to say, the AHM has been extremely 

controversial. Critics have characterized the AHM as making vague and inaccurate claims about human 

behavior and health outcomes. Advocates of the AHM’s approach charge critics with misunderstanding the 

nature of the claims made. As a consequence, much of the discussion over the issues involved has been 

unprofitable. 

In this project, I discuss six questions which the AHM must answer to achieve its explanatory and 

interventionist goals in relation to one of its central claims: many negative human health outcomes are the 

consequence of a “mismatch” (Gluckman 2009, Nesse 2012) between contemporary human environments 

and “the” evolved physiology of the human organism. 

I call the first question the mapping question: the AHM advocate, in suggesting that human populations 

are better-suited to some environments than others, must identify on principled grounds which populations 

she will examine. Advocates tend to compare “ancestral” populations to “contemporary” populations. I will 

highlight some of the challenges involved in doing so. 

Second, the epidemiological question, which requires the advocate to delineate the differing health 

outcomes between the “ancestral” and “contemporary” populations. If health outcomes do not differ 

between populations in different environments, then the pathogenic (or non-pathogenic) nature of those 

environments is cast into doubt and the plausibility of the AHM is undermined. 

Third, the evolutionary question, which requires the advocate to show the relevant genetic similarities 

between the populations selected for study. Human evolution may well have continued to the point that the 

conditions which promoted health and longevity in “ancestral” populations would be pathogenic to 

“contemporary” populations. If so, this would undermine the usefulness of “ancestral” populations in 

developing explanations and interventions in the health and biological sciences. 

Fourth, the causal question, which requires the advocate to provide causal mechanisms for the identified 

outcomes. The advocate will, at the very least, have to give a biologically plausible account for how 
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environmental changes have led to changed health outcomes. This requires pointing to specific 

environmental changes and the effects of those changes on the human organism. 

Fifth, the intervention question, wherein the advocates propose their interventions. A defining feature of the 

AHM is that it seeks not only to explain human health outcomes in evolutionary terms, but to use 

evolutionary biology to alter those outcomes. It is this question which, if answered successfully, will give the 

AHM utility in clinical practice, public policy, and individual life choices. 

Finally, the evidential question, which requires that the advocate demonstrate empirical support for her 

claims. I do not intend to argue for particular criteria of adequate scientific evidence in this project, but I 

include the question to ensure that the evidential challenges are tackled explicitly and to avoid some of the 

vulnerabilities of the evidence used to support e.g. evolutionary psychology. 

I argue that these questions, taken together, constitute an adequate investigative model for the different 

branches of the AHM. If these questions are answered clearly and well-supported evidentially, then the 

advocate should be taken to have made his case for the claims evaluated. If, on the other hand, the answers 

are incomplete or unsatisfactory, the critic will have clearly-identified vulnerabilities to which she can point. 

Developing a mutually-agreed-upon rubric of adequacy is critically important for evaluating the AHM 

effectively. 

This model need not be taken as an all-or-nothing approach in evaluating the AHM: perhaps evolutionary 

medicine will stand up well under this scrutiny, but the “Paleo Diet” will be incapable of answering these 

questions satisfactorily. Such a failure need not undermine the AHM in its entirety, of course; instead, a 

failure in one branch of the AHM will show that evolutionary biology is not a useful tool for developing 

interventions in the particular area of human health. 

My ultimate intent here is not to make a positive claim about how well (or poorly) different branches of 

the AHM make their case. Instead, I propose a model for investigating their claims which will simplify the 

discussion for the advocate and the skeptic alike by identifying and clarifying the disputed claims and 

providing a rubric by which each can evaluate the various claims of the AHM.
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General Description 

This symposium will bring together some of the leading researchers in physics, and in philosophy of physics, 

who are trying to understand the nature of computation at the fundamental level. There are a number of 

reasons to be interested in this question, ranging from pressing practical and technical physics issues in the 

theory and experiment of quantum information processing devices, via questions of what the ultimate limits 

of physical computation might be, to the assessment of novel bold metaphysical claims about the underlying 

computational or informational nature of physical reality. 

The last three decades have seen a great flowering in physics and in computer science around the concept 

of quantum computation, and more broadly, around the question of what the ultimate limits of computation 

allowed by the physical world might be. This followed Deutsch’s 1985 liberalisation of the concept of the 
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Turing machine, and his and Feynman’s (1982) emphasis on the great possibilities that might be opened-up 

once we free our thinking about computational models from the pre- conceptions of classical computation 

and of classical physics - thereby seeking to harness and to exploit the non-classical features which exist in 

the actual world. 

Great progress has been made both in understanding the general capacities of quantum computers 

theoretically, and in building prototypes or small-scale systems in the lab. (See e.g. Nielsen and Chuang 2010, 

and Ladd et al 2010, respectively.) However, a range of fundamental questions remain unanswered. Amongst 

these is the simple - or simple-seeming - question: what does it take for a system to count as instantiating a 

particular computation in the first place? 

Whilst this question is made vivid by the search for viable (and scalable) physical implementations of 

quantum computers - since one needs criteria against which to assess whether one’s device would count as 

doing what it is supposed to - its scope is in fact more general than this, since one can – and indeed, should - 

ask this question with regard to whatever background computational model one might have in mind: whether 

quantum, classical (both analogue and digital), or putative hyper-computational (or other non-standard) 

model.1 Moreover, even if one has established a set of conditions (whether necessary or sufficient) for a 

device to count as being a computer of a particular kind (e.g., DiVincenzo 2001 gave an early well-known set 

of conditions for quantum computers) there remains the further very important question of what kind of 

facts it takes (e.g., whether wholly naturalistic, or whether in some sense mind- or representation- 

dependent) for these conditions to count as being satisfied. Finally there remain the tasks of i) explaining 

why these conditions are the right ones, for a given computational model; ii) explaining what the connections 

are, if any, between the requisite conditions for different kinds of computational models; and iii) establishing 

whether there is a completely general set of conditions which holds for any possible computational model, 

conceived or unconceived. 

This question – what does it take for a physical system to count as instantiating a particular computation 

– is the key topic of our proposed symposium. 

As we have said, the question is of practical and theoretical importance internally to physics. On the one 

hand, it needs to be addressed in order to allow one to assess whether various proposals of physical 

implementations would actually count as instantiating a given computational process: this problem arises 

not only for proposed quantum computers in the lab, but for the question of computation in naturally 

occurring processes - such as biological ones – and for the question of hypercomputation. (These matters 

have at times been very controversial, see e.g. discussions in Teuscher 2004, Cooper et al. 2007, and Hagar 

and Korolev 2007.) On the other hand, we need clarity on the matter in order to settle fundamental questions 

                                                           
1 Hyper-computation is the computation of functions which are not Turing-computable. Quantum computers, whilst 
being more powerful than classical computers in that they can evaluate certain important functions exponentially more 
quickly, can only compute Turing-computable functions – the same class as classical computers. 
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about the ultimate energy costs in terms of heat and work of computational processes, since these latter 

questions cannot be addressed without an adequate understanding of the relations between abstract 

characterisations of computation, and their physical implementation. (See Ladyman et al (2007) and Maroney 

(2009) for some important discussion of these topics. The latest results (Bedingham and Maroney, 

forthcoming), which are prefaced on a great deal of care about what physical processes must actually be 

considered, indicate that the ultimate thermal costs of quantum computation are in fact greater than in the 

classical case, contrary to current orthodoxy.) 

More broadly or conceptually, addressing this key question of when a physical system computes - and 

what it computes when it does so - allows us to gain a clearer view of what the fundamental status of 

computation is in the physical world. One important epistemological question is what ultimate limits the laws 

of physics might place on what can be computed. An alternative question which has intrigued some physicists 

pushes in the other direction and asks instead whether what can be computed might place constraints on 

the fundamental laws of physics (Landauer 1996; Jozsa 2004; Davies 2010; Aaronson 2013). A still more 

extreme view urges in response to developments in quantum information science that we should see the 

world as fundamentally constituted of information, as opposed to being constituted of material things; urging 

the view that the world literally is nothing but a giant (quantum) computer (Wheeler 1990; Lloyd 2006; Vedral 

2012; Aaronson 2013). However, it is clear that attempting to assess such claims in a useful way requires us 

to know first what it means to say something is a computer, or is processing information. 

Each of these broader questions adumbrated in the last paragraph touches on a further question which 

sometimes goes by the name of realism about computation. This is the question of whether or not facts about 

what, if any, computation is being performed by a given physical system are mind- or representation- 

independent. This topic has had some airing in debates in philosophy of mind and cognitive science, as it 

bears on the question of the viability of naturalistic computational theories of mind (see e.g., Piccinini 2008; 

Sprevak 2010). But it arises independently in the physics context too, for here also responses must be made 

to the trivialisation arguments of Searle (1992) and Putnam (1988) that without some significant external 

constraints, any physical system would count as computing every function, which is a reductio ad absurdum. 

These general questions clustering around the core question of what it takes for a physical system to 

compute will be addressed in each of the contributions to this symposium. In each, a slightly different answer 

to the core question will be offered, and overall the respective merits of each answer assessed, along with 

the corresponding consequences for the broader considerations of the fundamental scope and nature of 

computation in the physical world. The format of the symposium will be three talks, followed by a general 

round-table discussion. 
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Abstracts 

1. Chris Timpson and Owen Maroney: Is information physical? 

We have a conundrum. The physical basis of information is clearly a highly active research area. Yet the 

success of information theory comes precisely from separating it from the problems of building physical 

systems to perform information processing tasks. It is primarily developments in quantum information over 

the last two to three decades that have undermined this separation, leading to suggestions that information 

itself is a physical entity and must be part of our physical theories. We will argue to the contrary: rejecting 

the claims that information is physical provides a better basis for understanding the fertile relationship 

between information theory and physics. In developing this claim we will pay particular attention to how 

(quantum) computational processes should be characterised – as distinct from any other physical processes 

– and argue for the claim that for a process to count as an information processing (computational) one, there 

must be someone who would be informed by the result of the process. 

 

2. Viv Kendon and Clare Horsman: When Does a Physical System Compute? 

Computing is a high-level process of a physical system. Recent interest in non-standard computing systems, 

including quantum and biological computers, has brought this physical basis of computing to the forefront. 

There has been, however, no consensus on how to tell if a given physical system is acting as a computer or 

not; leading to confusion over novel computational devices, and even claims that every physical event is a 

computation. In [Proc. Roy. Soc. A 470 20140182] we have introduced a formal framework - 

Abstract/Representation (AR) theory - that can be used to determine whether a physical system is performing 

a computation. We demonstrate how the abstract computational level interacts with the physical device 

level, in comparison to the use of mathematical models in experimental science. This powerful formulation 

allows a precise description of experiments, technology, computation, and simulation, giving our central 

conclusion: physical computing is the use of a physical system to predict the outcome of an abstract 

evolution. We give conditions for computing, illustrated using a range of non-standard computing scenarios. 

The AR theory framework also covers broader computing contexts, where there is no obvious human 

computer user. To address these cases, we introduce the notion of a `computational entity', and its critical 

role in defining when computing is taking place in physical systems. 

 

3. Armond Duwell: The mechanistic view of computation and quantum computers. 

The discovery and development of quantum computers has raised a number of interesting philosophical 

issues. Perhaps the most important issue is how to explain why quantum computers are faster than classical 

computers. In the literature, one can find, arguably, two polar opposite positions espoused. One position is 

that the source of quantum speedup was due to the fact that quantum computers could compute many 

values of a function in a single step. The alternative position is that quantum computers don't do this at all, 
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and in fact perform the requisite computational task by doing fewer computations than classical computers 

performing the same task. In this paper, I want to utilize the mechanistic view of computers to shed light on 

the debate. I will argue that the mechanistic view helps us understand that the polar opposite positions 

described above can be seen as consequences of conflicting intuitions about the appropriate computational 

description of quantum systems that perform computational tasks, and not a disagreement about the 

fundamental feature of quantum systems that allows for quantum speedup. The mechanistic view provides 

us with a principled means of understanding the usefulness and limits of computational descriptions of 

phenomena, and also helps us understand the essential differences between classical and quantum 

computers. 

 

References 
Aaronson (2013) Quantum Computing Since Democritus (CUP) Cooper et al eds. (2007) Computation and  

Logic in the Real World (Springer) 
Davies (2010) in Davies and Gregersen (eds.) Information and the Nature of Reality (CUP) Deutsch (1985)  

Proc. R. Soc. Lond. A, 400(1818):97–117. 
DiVincenzo (2000) Fortschr. Phys. 48:771–783. Feynman (1982) Int J Theor Phys, 21(6/7): 467-488. Hagar and  

Korolev (2007) Phil Sci 74(3): 347–363. 
Jozsa (2004) IBM Journal of Research and Development, 4(1): 79-85. Ladd et al (2010) Nature, 464(7285):45– 

53. 
Ladyman et al (2007) Stud Hist Phil Mod Phys 38(1): 58–79. Landauer (1996) Physics Letters A, 217: 188-193. 
Lloyd (2006) Programming the Universe (Jonathan Cape) Maroney (2009) Phys Rev E 79:031105. 
Nielsen and Chuang (2010) Quantum Computation and Quantum Information (CUP) Piccinini (2008) Phil Stud  

137: 205-241. 
Putnam (1988) Representation and Reality (MIT Press) Searle (1992) The Rediscovery of Mind (MIT Press) 
Sprevak (2010) Stud Hist Phil Sci 41(3): 260-70. 
Teuscher ed. (2004) Alan Turing: Life and Legacy of a Great Thinker (Springer-Verlag) Vedral (2012) Decoding  

the Universe (OUP) 
Wheeler (1990) in Zurek (ed.) Complexity, Entropy and the Physics of Information (Addison-Wesley) 
  



Abstracts  Symposia & Contributed Papers VII 
 Friday 15:30 – 17:30 

 

280  

Situated Cognition and Scientific Practice   Symposium 

Organizer: Adam Toon & Sabina Leonelli 

Chair: Markus Werning  Room 5F, Friday 15:30 – 17:30 

 
Empiricism for Cyborgs 

 

ADAM TOON 

University of Exeter 

a.toon@exeter.ac.uk 

 
Building Computational Representations for Scientific Discovery: A Distributed Cognition Account 

 

MILES MACLEOD 

University of Helsinki Georgia 

miles.macleod@helsinki.fi 

NANCY NERSESSIAN 

Institute of Technology, Harvard University 

nancyn@cc.gatech.edu 

 
Distributed Reasoning in Data-Centric Science 

 

SABINA LEONELLI 

University of Exeter 

s.leonelli@exeter.ac.uk 

 
Hardwig’s Dilemma and a Hidden Individualism in Social Theories of Scientific Knowledge (cancelled) 

 

AXEL GELFERT  

National University of Singapore 

axel@gelfert.net 

 
Active Externalism, Virtue Reliabilism and Scientific Knowledge 

 

ORESTIS PALERMOS 

University of Edinburgh 

spalermo@exseed.ed.ac.uk 

 
 

mailto:miles.macleod@helsinki.fi
mailto:axel@gelfert.net


Abstracts  Symposia & Contributed Papers VII 
 Friday 15:30 – 17:30 

 

281  

General Discription 

Situated cognition is a growing movement in cognitive science that stresses the importance of interaction 

between the brain, body and environment in carrying out cognitive tasks. The term “situated cognition” 

encompasses a number of different approaches – such as embodied cognition and distributed cognition – 

across a wide range of disciplines, from anthropology to robotics (for an overview, see Robbins and Aydede 

2009). Although extremely diverse, much of this work shares an opposition to a traditional view of cognition 

as a matter of internal, “disembodied” computational processes involving symbolic representations. These 

developments in cognitive science have inspired a number of philosophers of mind to propose a radical shift 

in our view of the nature of mind and cognition, arguing that we should no longer think of cognition as 

something that happens inside the head. Instead, according to the extended mind thesis, cognitive processes 

– and even mental states - sometimes extend outside our brains and bodies into the environment. These 

views are most often associated with Andy Clark and David Chalmers (1998), but have also been defended 

by many others, including Richard Menary (2007), Mark Rowlands (1999), Mike Wheeler (2005) and Robert 

Wilson (2004). 

In recent years, a number of authors have argued that work on situated cognition might provide a fruitful 

framework for studying scientific reasoning. Ronald Giere (2006) has suggested that distributed cognition 

can be used to analyse many different aspects of scientific practice that are grounded on collaborative efforts, 

such as the development and use of models and diagrams, and that this approach may allow philosophers to 

build upon well-known studies by sociologists of science such as Bruno Latour and Karin Knorr-Cetina. In a 

similar vein, and drawing on work by cognitive scientist Ed Hutchins (1995), Nancy Nersessian and her 

colleagues have claimed that scientific laboratories can be viewed as “evolving distributed cognitive 

systems”, where scientific judgement and expertise need to be evaluated at the collective level rather than 

at the level of each participating individual (e.g. Nersessian et al. 2003). More recently, Sabina Leonelli (2014) 

has suggested that distributed reasoning may provide a fruitful framework to understand how biologists 

make sense of large data collections assembled from a variety of sources – a view also defended, under the 

heading of ‘extendedness of scientific evidence’, by Eric Kerr and Alex Gelfert (2014). 

In addition to these applications of work in situated cognitive science to scientific practice, there is a 

burgeoning literature on the implications of the extended mind thesis within epistemology. Authors in this 

area have already begun to explore the consequences of the notion of extended mental states for a range of 

issues, such as the relationship between knowledge and cognitive ability (Clark et al. 2012; Pritchard 2010; 

Vaesen 2011). Focusing in particular on scientific knowledge, Adam Toon (2014) has argued that the 

extended mind thesis offers scientific realists a new argument against constructive empiricists concerning 

the possibility of gaining knowledge using instruments. 

Such work suggests that situated cognition offers valuable resources for understanding scientific practice, 

while also raising a range of further questions for philosophers of science. For example, how might situated 
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cognition contribute to existing work on instruments and material culture in science (e.g. Hacking 1983, 

Galison 1997)? Does it offer new theoretical or methodological resources for understanding these aspects of 

scientific practice? 

Distributed cognition claims that cognition can be “distributed” across social groups, as well as tools and 

the environment. How does this idea relate to existing work in social epistemology and sociology of science? 

Does it offer new resources for understanding changes in the organisation of scientific research, such as what 

the European Union is calling “Science 2.0”? Can it provide us with a way to reconcile cognitive and social 

approaches to science (Nersessian 2005; Giere 2006)? Does understanding science in terms of situated 

cognition require us to endorse controversial claims about extended mental states, or even group minds? 

As the brief literature survey above makes clear, a key difficulty in using the notion of situated cognition to 

unravel fundamental issues within the philosophy of science is the disparate range of disciplinary approaches 

involved in developing and fostering this approach. Very few philosophers of science have a comprehensive 

grasp of contemporary cognitive science and philosophy of mind; even fewer can supplement such 

knowledge with an understanding of contemporary literature in social epistemology as well as the social 

studies of scientific practice. In such a situation, it seems that the very effort to develop a philosophy of 

science informed by the notion of situated cognition involves bringing together these different fields and 

starting an interdisciplinary discussion around the ways in which philosophers from different traditions are 

interpreting the various claims associated to situated cognition, and the implications that can be drawn from 

such interpretations. 

To this aim, this symposium brings together philosophers working on situated cognition from the 

perspective of general philosophy of science, philosophy of science in practice, philosophy of the cognitive 

sciences, philosophy of mind and social epistemology. Their presentations, and the concluding discussion, 

will explore the potential of situated cognition for understanding scientific practice and the implications that 

such an approach might have for philosophy of science. 

 

 

 

 

Abstracts 

1. Adam Toon: Empiricism for cyborgs 

One important debate between scientific realists and constructive empiricists concerns whether we observe 

things using instruments. Realists argue that we do and that the development of scientific instruments has 

enabled us to observe new realms of phenomena previously beyond the reach of our senses. In contrast, 

constructive empiricists argue that the use of instruments does not count as observation. Instead, 
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observation remains limited to the use of our unaided senses and, as a result, for the constructive empiricist, 

so too does scientific knowledge. 

Realists often speak of instruments as ‘extensions’ to our normal cognitive capacities. For example, in his 

book on instruments and computational science, revealingly entitled Extending Ourselves, Paul Humphreys 

argues that “[o]ne of science’s most important epistemological and metaphysical achievements has been its 

success in enlarging the range of our natural human abilities” (2004, pp. 3-4). In this paper, I will ask whether 

the realist may flesh out her view of instruments by looking to recent work in philosophy of mind and 

cognitive science and, in particular, the extended mind thesis. 

Drawing on a range of recent movements in cognitive science – such as situated, distributed and 

embodied cognition - proponents of the extended mind thesis claim that cognitive processes sometimes 

extend beyond our brains and bodies into the environment. Although some have begun to explore the 

consequences of the extended mind thesis for epistemology, its implications for the philosophy of science 

have yet to be properly explored. In this paper, I will suggest that the extended mind thesis offers a way to 

make sense of realists’ talk of instruments as extensions to the senses and that it provides the realist with a 

new argument against the constructive empiricist. 

 

2. Miles MacLeod and Nancy Nersessian: Building computational representations for scientific discovery: a 

distributed cognition account 

How is it possible that an engineer with little knowledge of biology and only a few months of modeling 

biological systems can make significant biological discoveries with highly complex subject matter? The cases 

we will develop here might seem exceptional, but over the course of our 5 year ethnographic investigation 

into the problem-solving practices of integrative systems biologists we have witnessed many of these 

engineer-modelers making important contributions to the understanding and control of biological systems. 

We will argue in this presentation that the explanation requires a distributed account of cognitive processing 

in which the modeler and the model become a coupled system in the processes of building the model and 

running the simulations. Thus, inferences to novel discoveries are made by distributing model based 

reasoning across this system. 

Much of the work on external representations within DC has focused on capturing detailed descriptions 

of the way external representations are used in highly structured task environments, such as ship navigation 

and landing of aircraft, and the way these representations change the nature/cost of cognitive tasks. Less 

understood are the processes of generating/building external representations to alter task environments 

(Kirsh, 1996) and the role played by this building process in cognitive processes while problem- solving  

(Chandrasekharan & Stewart, 2007).  As Schwartz & Martin (2006) observe, “most cognitive research has 

been silent about the signature capacity of humans for altering the structure of their social and physical 

environment.” However, a central premise of the DC perspective is precisely this, as Hutchins has succinctly 
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stated, "Humans create their cognitive powers by creating the environments in which they exercise those 

powers" (1995b, p. 169). However, how humans go about creating their environments has not received much 

attention in the DC literature. 

Since building problem-solving environments is a major component of scientific research (Nersessian et 

al. 2003, Nersessian, 2012), scientific practices provide an especially good locus for examining the human 

capability to extend and create cognitive powers, particularly through building new external representations. 

In this paper, we focus on an exemplar of the building of a computational model – a complex external 

representation – and examine the role this external representation, specifically the process of building it, 

plays in structuring, as well as altering, the task of making scientific discoveries collaboratively in a systems 

biology laboratory. 

The central metaphor of DC is that of offloading cognitive processing to external representations. 

However, we will argue that offloading is not the right metaphor to understand the imagination process 

developed through the building of novel computational representations. Rather, the metaphor should be 

that of coupling between internal and external representations (Chandrasekharan & Stewart, 2007; 

Nersessian et al., 2003; Osbeck & Nersessian, 2006; Nersessian, 2009). This extension of DC requires moving 

the analysis from the use of external structures to lower cognitive load – the focus of DC till now – to the 

processes of building external representations to create coupled systems for reasoning and inference. As we 

will show such a DC analysis is necessary for understanding how researchers handle complex subject matter 

and manage discovery in integrative systems biology. By understanding the operations required of the human 

agent within this discovery system we can better organize research and train researchers for this kind of 

work. 

 

3. Sabina Leonelli: Distributed Reasoning in Data-Centric Science 

This paper discusses the patterns of reasoning involved in data-centric research, and particularly (1) the 

extent to which it may be regarded as distributed across vast networks of scientists with different 

backgrounds and interests; and (2) the epistemic importance acquired by material and social scaffolds for 

research as a consequence of this view. In previous work, I have claimed that the generative power of data-

centric biology derives  from the opportunity to assess the evidential value of data from a variety of 

viewpoints, including diverse theoretical backgrounds, experimental traditions and disciplinary training. In 

this talk, I will argue that data-centric biology should be viewed as a collective endeavour, and its results as 

an achievement of the complex network of expertises underlying data journeys and re-use. Researchers make 

important choices at all stages of data handling. 

Individuals are called upon to decide how to set up experiments and calibrate instruments that produce 

the data in the first place; how data should be formatted, mined and visualised; how data should be 

interpreted and which evidential value they acquire in different  research contexts. For any given datasets, 
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several individuals, sometimes hundreds of    them, are involved in making those decisions. Thanks to the 

integrative platforms provided by computers and internet access, as well as specific regulatory and 

institutional structures enabling data dissemination, those individuals often will not know each other, they 

might have very different expertises and priorities, and they might be working within different epistemic 

cultures. Most importantly, each of those individuals might possess a different form of embodied knowledge, 

and thus make use of different skills and commitments when handling data. In such a situation, the intuition 

of scientific understanding as resulting from the heroic efforts of a lone genius needs to be abandoned. The 

ability to assign evidential value to biological data is not generated through an overarching synthesis, but 

rather through the fragmented efforts of several different groups of researchers, which offers unique 

opportunities for integration and cross-pollination. I interpret this situation as a case of extensive distributed 

reasoning, where cognitive achievements are earned by scientific collectives. As I shall discuss, this view has 

strong connections to the idea of distributed cognition famously championed by Edwin Hutchins (1995) in his 

study of collective agency in ship navigation, an idea that Andy Clark extends to all cases where 

“computational power and expertise is spread across a heterogeneous assembly of brains, bodies, artifacts, 

and other external structures” (1997, 77). 

 

4. Axel Gelfert: Hardwig’s Dilemma and a Hidden Individualism in Social Theories of Scientific Knowledge 

(cancelled) 

One of the fundamental insights of the social epistemology of science over the past couple of decades has 

been the recognition that our dependence on others for knowledge and information runs deeper than has 

traditionally been acknowledged. The kinds of claims we typically regard as scientific knowledge – that ‘DNA 

encodes genetic information’, that ‘modern humans first evolved in East Africa’, etc. – are only the end 

product of a socially distributed process of inquiry and information-sharing. When we, as individuals, hold 

such claims to be true, we implicitly rely on the cognitive processes of other epistemic agents for the 

formation, sustainment, or reliability of our beliefs. This gives rise to a tension between the resolutely social 

nature of science as an activity and the seemingly unproblematic way in which we credit ourselves with 

knowledge of – sometimes arcane – scientific facts. For, no individual knower could realistically hope to 

secure any significant portion of scientific knowledge all on her own. Ironically, it is the fact that there is 

simply too much relevant scientific knowledge and evidence for a single human cognizer to process that 

precludes fully crediting any one person with it. One can put this in the form of a dilemma, according to 

which, to quote John Hardwig, ‘there can no longer be knowledge in many scientific disciplines because there 

is now too much available evidence’. Social theories of scientific knowledge have attempted to defuse this 

dilemma by emphasizing communitarian ideals of vigorous intra-group discussion, along with the various 

‘processes by which a scientific community collects, sifts, and weighs evidence’ (Susan Haack). Yet, as I argue 

in the present paper, such social theories of scientific knowledge are still marked by a strong – albeit hidden 
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– individualism, in that they construe the gathering and assessment of evidence as essentially the result of a 

collective exercise of individual cognitive and epistemic capacities. To be sure, no individual could reasonably 

hope to achieve much all on their own, which is why vigorous intra-group discussion and ‘having several 

people make the same observation’ (Haack) is needed, but in the final analysis, on these accounts, individual 

reasoning  processes still do all the epistemic work. This assumption, I argue in the present paper, can be 

questioned from two angles: first, by recognizing the pressures of contemporary  scientific practice, which 

increasingly rely on automated processes (e.g. numerical analysis, filtering, etc.) that leave less room for the 

exercise (even collectively) of individual cognitive capacities; and second, by taking inspiration from 

externalist theories of knowledge, which drive a wedge between the individual first-person assessment of 

knowledge claims and the justification-conferring reliability of the actual processes of knowledge-generation. 

 

5. Orestis Palermos: Active Externalism, Virtue Reliabilism and Scientific Knowledge 

Combining active externalism in the form of the extended and distributed cognition hypotheses with virtue 

reliabilism can provide the long sought after link between mainstream epistemology and philosophy of 

science. Specifically, by reading virtue reliabilism along the lines suggested by the hypothesis of extended 

cognition, we can account for scientific knowledge produced on the basis of both hardware and software 

scientific artifacts (i.e., scientific instruments and theories). Additionally, by bringing the distributed cognition 

hypothesis within the picture, we can introduce the notion of epistemic group agents, in order to further 

account for collective knowledge produced on the basis of scientific research teams. 
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Recently there has been a relatively sustained debate about whether the existence of objective, non-trivial 

chances is compatible with determinism.1 To those with clear incompatibilist intuitions, there may seem to 

be nothing to debate about: espousing compatibilism about determinism and chance merely bespeaks 

conceptual confusion. But there are good reasons to worry that such a simple incompatibilist conclusion is 

premature, reasons ranging from the scientific (e.g., the existence of deterministic theories such as classical 

statistical mechanics which have recourse to what are presumably objective chances) to the more pedestrian 

(e.g., the intuition that even in deterministic worlds there can still be fair coin flips). My concern in this paper, 

however, is not with this debate per se but rather with a specific way in which one might try to resolve it. The 

method I have in mind—an appeal to a semantic analysis of ‘chance’—was notably employed in a recent 

paper by Antony Eagle (2011). I argue that this methodology represents a fundamentally flawed approach to 

the debate about the compatibility of determinism and objective chance. Though my arguments in this paper 

are directed specifically against this methodology as instantiated in Eagle (2011), they generalize to others 

who would adopt a similar approach: whatever the correct semantic analysis of ‘chance’, the compatibilist 

debate remains a separate and independent issue. Thus it should be noted that although I am arguing against 

one sort of compatibilist position a person might adopt, I am not thereby arguing in favor of incompatibilism 

about determinism and chance. 

The basic argument Eagle offers in favor of compatibilism and determinism and chance can be 

reconstructed as follows: 

E1)  “x has a (non-trivial) chance of φ-ing” is equivalent to “x can φ”. 

E2)  ‘Can’ is a relative modality with contextually-fixed parameters: the set of possibilities relative to which 

a ‘can’ statement is assessed for truth is determined contextually. 

E3)  Given E1) and E2), ‘has some (non-trivial) chance’ is also a relative modality with contextually-fixed 

parameters. 

                                                           
1 Representative contributions to this debate include Loewer (2001), and Eagle (2011), both compatibilists, Schaffer 
(2007), an incompatibilist, and Lyon (2011), who argues that the debate rests upon a false bifurcation. 
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E4)  There are sets of possibilities relative to which a ‘can’ statement can be truthfully uttered in a 

deterministic world (as well as sets of possibilities relative to which it cannot). 

E5)  Given E1) - E4), there are sets of possibilities relative to which a ‘has some (non-trivial) chance’ 

statement can be truthfully uttered in a deterministic world (as well as sets of possibilities relative to which 

it cannot). 

E6)  The statement incompatibilists use to express their position, (IC),2 contains a relative modality with 

contextually-fixed parameters: ‘has some (non-trivial) chance’. 

E7)  Given E5) and E6), there are sets of possibilities relative to which IC can truthfully be uttered in a 

deterministic world (as well as sets of possibilities relative to which it cannot). 

E8) IC does not always express a true proposition, and so ∼IC (a statement compatibilists might use to 

express their position) sometimes will express a true proposition. 

The weak points in this argument are, I believe, the inferential premises. In this paper, I focus on the third of 

these inferences (i.e., the inference from E5) and E6) to E7)). The basic problem with this inference is that its 

plausibility crucially relies on no account having been given of the truth conditions of conditional sentences 

containing context-sensitive relative modalities like ‘has some chance’. I outline two options for maintaining 

that such conditionals are themselves context sensitive and show that the one option, while yielding the 

context sensitivity of IC, is not itself plausible while the other option, while itself plausible, does not yield the 

context sensitivity of IC without further, substantive argumentation. 

Briefly, these two options are a) that IC is falsified in certain contexts in a deterministic world, if it is 

falsified at all, because true ‘has some (non-trivial) chance’ statements can be uttered in those contexts or b) 

that it is falsified in certain contexts, again if falsified at all, because ∼IC can truthfully be uttered in those 

contexts. These two options are not the same if we make the plausible assumption that the antecedent of a 

conditional contributes to the contextual set of propositions against which a statement containing a context-

sensitive relative modality such as ‘has some chance’ is assessed for truth. Given this assumption, we can 

easily imagine a conversational context c at time t such that at time t+1 either IC or a ‘has some (non-trivial) 

chance statement could truthfully be uttered (though not both).3 Thus the two ways in which IC could be 

falsified differ. 

Either of these two ways of maintaining the context sensitivity of IC is problematic for the compatibilist. 

Briefly, on the first of the two views, the compatibilist must argue that a plausible metaphysical view is simply 

in principle inexpressible in certain contexts. On the second of the two views, the compatibilist has to argue 

that the antecedent of IC does not fix the relativization of the modal expression in the sentence’s consequent 

(or at least not restrictively enough to guarantee IC’s truth). This latter route is the only plausible one to 

                                                           
2 “IC: If a world is deterministic, then no possible outcome in that world has any chance there other than 1 or 0” (Eagle 
2011, 286). 
3 This results from there being no antecedent constraints in the semantic theory on the possible contextual 
relativizations of modal expressions. Any relativization at all is permissible. 
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pursue, but the sort of arguments that would be necessary to show its viability are precisely metaphysical 

arguments about the compatibility of determinism and chance, and not semantic ones about the context 

sensitivity of ‘chance’. 
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The social value of scientific work is highest when it is widely shared. It is fortunate, then, that there exists 

among scientists a norm that requires them to widely share their work. Merton (1942) has called this the 

communist norm of science. 

In a recent paper, Strevens (forthcoming) argues that the communist norm (like many other social norms) 

has the structure of a Prisoner’s Dilemma: a self-interested scientist would prefer not to comply with it, even 

though such a scientist would be better off in a world where everyone complied with it than in a world where 

no one did. As a result, the persistence of (compliance with) the communist norm requires some explanation. 

Strevens offers the outlines of such an explanation by casting the communist norm as an (implicit) social 

contract. 

In contrast, I argue that no special explanation is necessary, because a self-interested scientist should 

already prefer to widely share her research even if there was no communist norm and no social contract or 

other arrangement to enforce it. 

What do I mean by a self-interested scientist? Like Strevens, I have in mind a scientist who aims to 

maximize the credit she receives for her scientific work. Credit (prestige, resources) is awarded for scientific 

discoveries in accordance with the priority rule (Merton 1957, Strevens 2003). The scientist (thus) has no bias 

for or against sharing her work, except insofar as it gives her credit. 

Clearly, scientific discoveries must be shared in order to establish priority and so get credit for them; on 

this Strevens and I agree. But “the same considerations give you a powerful incentive not to share your results 

before you have extracted every last publication from them” (Strevens forthcoming, p. 2). 

Against this, I argue that the scientist has an incentive to share her results even if she has reason to believe 

that more publications can be extracted from them. Using a game-theoretic model, Boyer (2014) has shown 

that even in the most extreme case where future publications depend directly on the results the scientist 

shares now (and thus are maximally helpful to competing scientists), it is in the credit-maximizing scientist’s 

best interests to share. 

However, Boyer’s model involves a number of restrictive assumptions that make it unclear whether his 

result can support the general conclusion that I want to argue for: that it is always in the scientist’s best 

interest to share her results as soon as she can. First, Boyer assumes that there are only two competing 

scientists. Second, he uses discrete time units, which means that the priority rule cannot always be applied 
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unambiguously. Third, the scientists in Boyer’s model have equal average productivity. Fourth, he compares 

only the two strategies “always share everything” and “never share anything until the very end”. Finally, by 

using backwards induction, he relies on strong assumptions on the rationality of the scientists. 

To address these concerns, I consider a continuous-time model in which an arbitrary number of scientists 

compete, whose average productivity may be the same or different. I allow the scientists to decide for each 

result separately whether to share it or not, and I consider both high-rationality and boundedly rational 

scientists aiming to maximize their credit. In this much more general model, “always share everything” still 

comes out as the best strategy (where the notion of “best” depends on the rationality assumptions). 

Strevens (forthcoming, p. 5) disputes the claim that a model like Boyer’s or mine can show that the 

communist norm is incentive-compatible for individual self-interested scientists. First, the communist norm 

requires that any and all results should be shared, whereas it has been shown only that is in the interest of 

scientists to share results that have accumulated to publishable size. Second, the communist norm requires 

that any and all results should be shared, whereas it has been shown only that it is in the interest of scientists 

to share results that are required for a journal publication, potentially hiding crucial details in, e.g., the 

experimental setup or the raw data. 

I reply that it is not clear to me that the communist norm makes such strong requirements. Short of what 

is required to be publishable, scientists’ actual compliance with a putative norm of sharing drops off steeply 

(Louis et al. 2002). If Strevens’ aim is to explain a norm of sharing for these cases, he may be trying to explain 

something that does not exist. 

Strevens may reply to this that it would be nice if scientists did share results even before they had achieved 

publishable size and without hiding crucial details. And perhaps his social contract approach can help science 

get to such an improved norm. 

Fair enough, but the results from Boyer’s model and mine can do the same. They suggest a clear way to 

make it incentive-compatible for scientists to share work below publishable size: allow smaller publications. 

And sharing crucial details can similarly be made incentive-compatible just by giving credit for it. If getting 

scientists to share these minor results or crucial details is a goal that scientists and policy makers consider 

important, the models give fairly clear directions on how to get there. 

I conclude that the communist norm is not like a Prisoner’s Dilemma. Each scientist, acting only on their 

narrow self-interest, has reason to comply with the norm. No special explanation, using social contracts or 

something else, needs to be invoked to make sense of scientists’ habit to share their work widely. 
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The qualitative theory of nomic truth approximation, presented by Kuipers (2000), in which ‘the truth’ 

concerns the distinction between nomic, e.g. physical, possibilities and impossibilities, rests on a very 

restrictive assumption, viz. that ‘theories in the making’ are maximal in the sense that they claim to precisely 

characterize the boundary between nomic possibilities and impossibilities. Fully recognizing two different 

functions of theories, viz. excluding and representing, this paper drops this assumption by conceiving theories 

in the making as non-maximal, that is, as tuples of postulates and models, where the postulates claim to 

exclude nomic impossibilities and the models claim to represent nomic possibilities, leaving ample room for 

temporary undecided conceptual possibilities. 

Revising theories becomes then a matter of adding or revising models and/or postulates in the light of 

increasing evidence. This not only leads to a conceptually elegant generalized qualitative theory of nomic 

truth approximation, but also to a nicely fitting quantitative version. Both are built upon plausible explications 

of ‘truth-content’ and ‘falsity-content’. 

The assumption of non-maximal theories not only differs from Kuipers (2000), but more generally from 

the model-theoretic and structuralist (or semantic) views, in all of which the theories are assumed to be 

maximal, explicitly or implicitly, respectively. Hence, formally, the two-sided approach to theories provides, 

relative to the most relevant standard formal views on theories, an enormous widening of the ways in which 

theory revision can serve the (intended or unintended) purpose of nomic truth approximation. Substantively, 

it does justice to three different views on theorizing in philosophy of science, viz. theorizing is mainly a matter 

of 1) formulating and revising postulates that intend to exclude nomic possibilities, or 2) designing and 

redesigning models that intend to represent nomic possibilities, or 3) the two-sided combination of them. 

The analysis to be presented will provide considerable support for the two-sided view 

It is important to note that the two-sided view on theories is in perfect agreement with the hypothetical-

deductive (HD) and deductive-nomological (DN) views on prediction and explanation, respectively. For the 

prediction and explanation of an event we start with representing (modelling) the situation in the relevant 

terms, as far as possible, but without the crucial event. This is derived by applying the relevant postulates, 

which amounts to completing or closing the model as far as required. Hence, prediction and explanation 

naturally appear as co-productions of (partial) models and postulates, that is, of representation and 

exclusion. 
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The generalized theory of nomic truth approximation technically reduces to that of Kuipers (2000) by 

assuming maximality of theories throughout. The generalization is conceptually strongly stimulated by a 

paper of Gustavo Cevolani, Vincenzo Crupi and Roberto Festa (2011). Though not dealing with nomic truth 

approximation, it inspired me how to construe nomic truth approximation in terms of increasing truth-

content and decreasing falsity-content by adding or revising models and/or postulates in the light of 

increasing evidence. 

The generalized theory follows Kuipers (2000) in reconstructing evidence as a special kind of theories, viz. 

‘data-theories’, based on realized, hence nomic, possibilities and inductive generalizations (implying induced 

impossibilities). The evidence will guide the comparative assessment of the successes and failures of theories 

and the subsequent planning of new experiments to be performed leading to new evidence. Ultimately, the 

comparative success assessment may give good reasons not only for the inductive conclusion that empirical 

progress has been made by a revised version of the theory relative to the original but even for the abductive 

conclusion that it is closer to  the truth than the original and hence that nomic truth approximation has been 

achieved. 

The presentation will focus on a systematic presentation of the qualitative and quantitative notions for 

both sides, starting with the notions related to one theory, notably, their claims, their truth- and falsity-

content, and their accepted and rejected content on the basis of empirical evidence. Then the main 

comparative notions are presented, viz. ‘closer to the truth’ and ‘more successful’, where the latter amounts 

to ‘empirical progress’ if it appears to be sustainable in the light of new experiments. Finally, it will be 

indicated how and why empirical progress provides abductive support for the conclusion that nomic truth 

approximation has been achieved. 

Cevolani, G., Crupi, V., and Festa, R., (2011), “Verisimilitude and Belief Change for Conjunctive Theories”, 

Erkenntnis, 75.2, 183-222. 

Kuipers, T., (2000), From Instrumentalism to Constructive Realism, Springer, Dordrecht.
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1. Introduction 
It may seem plausible that thermodynamics (TD) should reduce to statistical me- chanics (SM). After all, SM 

refers to a system’s fundamental molecular microstate, while TD refers to macroscopic variables only, and 

there is nothing more to a TD system than its microscopic constituents. However, reduction fails. The main 

prob- lem, well known since the inception of SM at the end of the 19th century, lies with the Second Law of 

TD. That law states that the entropy of a closed system (e.g., a gas in an insulated container) never decreases 

over time. There have been numerous attempts at deriving the resulting temporal asymmetry (the 

“thermodynamic arrow of time”) from the laws of SM, but these laws are temporally symmetric, and all 

extant derivations of the Second Law import some kind of temporal asym- metry over and above the 

dynamical laws of the microlevel. TD thus appears to have some content over and above SM. But then again, 

a gas is a gas; the gas as a TD system doesn’t have any extra parts or secret powers that the gas as an SM 

system is lacking. What is going on? 

In this paper we will try to take seriously the idea that a TD system is indeed, at any moment of its 

existence, nothing over and above an SM system, in the sense that the TD system is identical to the SM 

system. But we still want to allow for different laws applying to TD systems vs. SM systems. The difficulty in 

this, we argue, is mostly a logical one, and we will show that there is a formally rigor- ous way to overcome 

the difficulty. On the account we are proposing, based on case-intensional logic, sortal predication plays a 

crucial role. That logical resource allows one to say that the gas as a TD system is a thing of a different sort 

than the gas as an SM system, and so has different persistence conditions resulting in differ- ent laws. The 

Second Law belongs to the persistence conditions of TD systems but not of SM systems. We thereby gain a 

new perspective on the famous reversibility objection. 

 

2. Logical background 
There have been many attempts at tackling intertheory relations such as reduction with formal-logical tools.  

A leading idea is that laws of the less general theory should be derivable from the laws of the more general 

theory, perhaps with the help of bridge principles, and perhaps allowing for approximations. We will not look 

at these issues here, but rather on a fundamental but mostly neglected aspect of reduction, viz., sameness 
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of subject matter of reducing and reduced theory. Since laws are general statements, they involve 

quantification, and the quantifiers in both theories thus have to range over the same entities. 

Which account of quantification can ensure that TD and SM turn out to be suitably related? What do the 

quantifiers range over? The subject matter of both theories, we may agree, is physical systems (e.g., gases), 

and we can also agree that these systems are such that at any moment, a system is fully characterized by its 

(dynamical) microstate (specifying both position and momentum for each of the system’s particles).1 Now, 

what are the values of the variables occurring (often implicitly) in the laws of TD or SM? 

This is a question about quantified intensional (temporal, modal, or temporal/modal) logic. There are 

many such logics out there, each with its own merits and drawbacks. For the task at hand, most logics are 

inadequate, either because they treat variables as rigid designators and thus cannot represent identity in a 

flexible way (e.g., Kripke, 1963), or because they let identity depend too much on a conversational 

background (e.g. Lewis, 1968). Rather than critically going over a list of logics, we will proceed by sketching 

how case-intensional first order logic (CIFOL; Bressan 1972; Belnap and Mu¨ller 2014a) offers a transparent 

and useful account of the sameness of subject matter for TD and SM while allowing for different laws. 

In CIFOL, one posits a set of cases, which in our application would be a set of times, T.2 Then there is an 

extensional domain, D, which in our application would be the set of microstates. Here is how CIFOL differs 

from almost all other intensional logics: In CIFOL, any term (proper name, variable, etc.) has both an 

intension, which is a function from cases to extensions, and (accordingly) an extension in each case. Identity 

is extensional; it may be true that a = b in one case, but not in another. Predication, on the other hand, is 

intensional: Whether a predicate P applies to a term a in some case, may depend on a’s whole intension, not 

just on a’s extension in a case at hand. Quantification employs intensional variables; necessity (with “□φ” 

symbolizing “necessarily φ”) is truth in all cases. Accordingly, “♦φ” for “possibly φ” means truth in some 

case. 

 

3. TD vs. SM: Different sorts, different laws 
Given CIFOL with cases as times and extensions as microstates, here are the main benefits for a discussion of 

the interrelation of TD and SM: 

 

• The value of a variable, an intension, is a function from times T to mi- crostates D. Thereby, a variable 

specifies a logically possible time course of development of a microsystem. Such time developments can 

thus be quanti- fied over. 

                                                           
1Albert (2000, 17) argues that a system’s momentary state should specify only particle positions, not momenta. The 

framework described here can be adapted to accommodate that view. 
2It would be more adequate (but also more complex) to take cases to combine a temporal and a modal dimension. 

Formal details for such a combination are provided by Belnap and Mu¨ller (2014b). 
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• Intensional predication makes available sortal predicates Σ (“SM system”) and Θ (“TD system”) that can 

classify intensions as belonging to the respective class of systems. Such classification reflects the 

persistence conditions of systems in the respective class.3 

• Given the sortal predicates Σ and Θ, we can express the basic idea of the fundamentality of SM as 

follows: 

(1) ∀x [Θx → Σx] ∧ ∃y [Σy ∧ ¬Θy], 

any TD system is also an SM system, but not the other way round. 

• And we can make sense of contingent identity claims: 

(2) ∃x∃y [Θx ∧ Σy ∧ ♦x = y ∧ ¬Dx = y], 

there can be a TD system and an SM system that are identical in some case but not in all cases. 

These features make it possible to develop a useful answer to the much-discussed reversibility argument, 

whose physical background is the following: For any possible microstate (𝒙𝒙�,𝒑𝒑�) there is an equally possible 

microstate (𝒙𝒙�,−𝒑𝒑�) that describes the motion-reverse of the original state. A system starting in that state 

would thus show the temporal reverse of the development of the original system. So, a system developing 

in accord with the Second Law of TD might as well develop in such a way that the Second Law is violated: just 

reverse all the particles’ motion. 

In our logical framework, we can show what this argument proves and what it doesn’t. Let the term α 

name a TD system (so that Θα, and thus, by (1), Σα is true), and let z be α’s intension (a map from times to 

microstates). Now let t ∈ T be the time of the proposed motion reversal. We can compute, from z, an 

intension zJ that describes a system αJ as evolving like α until t (making true case-relative identity claims, ♦α 

= α’, as in (2)) and then on in the motion-reverse way. As a TD system, α’s entropy is non-decreasing; this 

means that from t on, the entropy of αJ will not increase. Assuming that the entropy is not constant, we thus 

have a system α’ that violates the Second Law after t. 

Now the status of Θ and Σ as sortal predicates allows us to express, in a for- mally rigorous way, the idea 

that while both α and αJ are SM systems, only α is also a TD system, whereas α’ is not. What happens at t—

motion reversal—amounts to a possible change for an SM system, but it violates the persistence conditions 

of TD systems. Thus, motion reversal amounts to the destruction of the TD system, it is not a possible change 

for such a system. In this way, we can make sense of the idea that TD systems are nothing but SM systems, 

while yet obeying different laws. And we can also avoid mixing the natural-historical question of why so many 

SM systems around us are TD systems, which may point to the relevance of special initial conditions of the 

                                                           
3Due to lack of space we do not dwell on the main formal characteristics of sortal predicates in CIFOL, modal constancy 
and modal separation. Briefly, modal constancy means that a sortal predicate is assumed to stick to a system throughout 
its existence, and modal separation means that a sortal predicate allows one to separate different individual systems in 
any case. See Belnap and Mu¨ller (2014a) for details. 
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early universe (the “Past Hypothesis”), with the logical issue of the interrelation of TD and SM. Logically, TD 

cannot be reduced to SM, but this does not imply any physical or metaphysical extravagancies. 

 

References 
Albert, D. Z. (2000). Time and chance. Harvard University Press, Cambridge, MA. 
Belnap, N. and Mu¨ller, T. (2014a). CIFOL: Case-intensional first oder logic. (I) Toward a theory of sorts.  

Journal of philosophical logic, 43:393–437. DOI = 10.1007/s10992-012-9267-x. 
Belnap, N. and Mu¨ller, T. (2014b). BH-CIFOL: Case-intensional first oder logic. (II) Branching histories. Journal  

of philosophical logic, 43:835–866. DOI = 10.1007/s10992-013-9292-4. 
Bressan, A. (1972). A general interpreted modal calculus. Yale University Press, New Haven, CT. 
Kripke, S. (1963). Semantical considerations on modal logic. Acta philosophica Fennica, 16:83–94. 
Lewis, D. K. (1968). Counterpart theory and quantified modal logic. Journal of philosophy,  65(5):113–126. 
  



Abstracts  Symposia & Contributed Papers VII 
 Friday 15:30 – 17:30 

 

300  

General Philosophy of Science VI   Contributed Papers 

Chair: Lane Desautels Room 5E, Friday 15:30 – 17:30 

 
On a Rationale for Cognitive Values 

 

GERTRUDE HIRSCH HADORN 

ETH Zurich 

hirsch@env.ethz.ch 

 
In the recent debate on the role of values in the assessment of scientific theories, models or hypotheses, 

cognitive values are distinguished from epistemic values. Typically, epistemic values are taken as the core 

criteria to judge whether it is justified to assume that a theory, model or hypothesis is true (or approximately 

true, or empirically adequate, or reliable). 

This traditional conception of epistemic values includes criteria such as empirical accuracy and logical 

consistency. Cognitive values include criteria such as simplicity, broad scope, and explanatory power. There 

is less agreement on the functions of cognitive values as well as on their relation to the empirical and logical 

criteria. Recent proposals in line with the traditional conception of epistemic values by Steel (2010), Douglas 

(2013) and Elliot and McKaughan (2014) come up with different suggestions. Firstly, I show that these 

proposals highlight important aspects, but do not provide an adequate basis to systematize theory appraisal 

in science. Secondly, I propose to conceive cognitive values as standards or criteria for assessing the 

relevance of theories, models or hypotheses for a given problem or purpose. Assessing relevance is seen as 

complementary to assessing evidence. Taking climate science as an example, I discuss how to specify and 

weight standards for evidence and for relevance in the case of understanding the climate system on the one 

hand, and of predicting regional climate on the other hand. 

Steel (2010) takes epistemic values as criteria that promote the attainment of truth. He distinguishes 

between intrinsic and extrinsic epistemic values in terms of how they play this role: intrinsic epistemic values 

are constitutive (or necessary) for true statements, extrinsic ones are only helpful in determining the truth 

value. Steel takes cognitive values as extrinsic epistemic values, arguing that, e.g., broadening the scope of a 

theory may help minimizing error. This proposal does not explain (i) why scientists sometimes rightly trade 

performance on empirical accuracy for performance on cognitive values and (ii) why not any claim that is 

warranted according to its performance regarding empirical accuracy and logical consistency counts as a 

theoretical claim in science. I conclude, that evidence alone is inappropriate as a systematic basis to conceive 

of values in the sense of criteria or standards for theory assessment in science. 

Douglas (2013) proposes a justification of values in theory appraisal by distinguishing necessary values, 

which she calls “minimal epistemic values”, from optional values, which she calls “ideal desiderata”. 
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Furthermore, she distinguishes between applying minimal epistemic values and ideal desiderata to theories 

per se or to theory- evidence relationships. Minimal epistemic values like empirical accuracy and internal 

consistency must be instantiated to a sufficient degree. Ideal desiderata include scope, simplicity and 

explanatory power. Ideal desiderata applied to theories per se, Douglas terms “cognitive values” since she 

takes them as an optional cognitive aid in the search for potential flaws or potential evidence for theory, just 

like Steel’s extrinsic epistemic values. However, if applied to theory-evidence relationships, she terms these 

values “epistemic assurring values”, since she assumes that in this case ideal desiderata provide genuine 

epistemic import. She argues that we have the more reason to assume that a theory is true or reliable, the 

broader its scope is or the more explanatory power the theory has, given the supporting evidence. However, 

this conception builds on the questionable assumption that these properties have a systematic relation to 

the truth-value of a theory (Laudan 2004). 

Furthermore, the conception of epistemic assuring values does not set the priorities right. Instead of 

taking criteria like simplicity to qualify the inference from evidence to epistemic status, I suggest to conceive 

them as properties, which we want theories qua scientific theories to instantiate to some degree, while 

empirical evidence is required to warrant theoretical claims having such properties. So, from my perspective, 

also Douglas’ account suffers from taking evidence as the only systematic basis for conceiving criteria for 

theory assessment in science. 

Elliot and McKaughan (2014) conceive of theories, models and hypotheses as scientific representations. 

These representations can be evaluated along two dimensions, which they phrase “fit with the world” and 

“fit with the needs of their users” (Elliot and McKaughan 2014, 1). While they stick with the traditional 

conception of epistemic values, they go a step further than Douglas by conceiving of the role of cognitive 

values not as a subsidiary one in relation to epistemic values, but as a dimension of evaluation on its own. 

This is an important improvement. However, by restricting considerations on cognitive values to practical 

use, such as in policy-related research, they are silent about the role of criteria such as simplicity or 

explanatory power in basic research. This lack is due to taking “pragmatic” in the sense of practical use. 

To provide an appropriate systematic basis for conceiving standards in theory appraisal, I suggest to build on 

Suárez’ (2004) inferential conception of scientific representation. In accordance with his distinction between 

two aspects of (mis-)representation, I distinguish between standards for relevance and standards for 

evidence to assess goodness of theory in representing an intended target for a given problem or purpose. 

Taking climate science as an example, I discuss differences in specifying and weighting standards for evidence 

and for relevance in the case of understanding the climate system on the one hand, and predicting regional 

climate on the other hand (Knutti 2008, Parker 2014). 
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The historical development of disciplines or specialties, as well as their subdivision into fields or domains, 

was a major topic of interest within the historically inclined philosophy of science that flourished from the 

1960es and some decades onwards. Philosophers of science such as Kuhn, Lakatos, Laudan, Toulmin, and 

Shapere described the development of science by focusing on the development of individual areas of science, 

and the development of these areas were then described in terms of, for example, paradigm- induced normal 

science and paradigm changing revolutions (Kuhn, 1970), progressing and degenerating research programs 

(Lakatos, 1971), successive research traditions (Laudan, 1977), or domains connected through history by 

chains-of-reasoning (Shapere, 1977). On these traditional accounts of how individual areas within science 

developed over time, a scientific discipline (or specialty, field or domain) could be understood at the same 

time as an epistemic unit consisting of a set of closely related cognitive resources such as, for example, 

concepts, models and theories, and as a social unit consisting of highly similar experts who were employing 

and at the same time developing their shared cognitive resources. On these models, each of the practitioners 

within a given  specialty could be seen as epistemically autonomous agents who were each able in similar 

ways to recognize the same, potential new research puzzles that could be solved in ways similar to previously 

recognized puzzle. Hence, a specialty or discipline could be characterized by this close, bipartite relation 

between the scientific community and the cognitive resources that members of this community employed, 

while the individual scientists and the research activities that they engaged in were tokens of the types of 

similar community members working on similar problems. 

However, over the last century, science has grown increasingly collaborative, and most scientific 

knowledge today is produced by groups in which multiple scientists collaborate in order to combine their 

knowledge, manpower, materials and other resources (e.g. Beaver & Rosen, 1978; 1979; 1979; Beaver, 2001; 

Godin & Gingras, 2000; Wuchty, Jones, & Uzzi, 2007). Further, much scientific research today cut across 

disciplinary boundaries in addressing complex problems that reach beyond what can be solved within the 

individual disciplines (Braun & Schubert, 2003; Porter & Rafols, 2009). As a consequence, the relation 

between social community and cognitive resources is much more complicated than assumed by the 

philosophers of science working on the diachronic development of science half a century ago. 

Hence, instead of focusing on the historical development of cognitive resources and the social community 

in in a close bipartite relation, while reducing the individual scientists and the activities that they engage  in 
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to tokens of disciplinary types, the analysis presented here turns the picture upside down and focuses instead 

on the individual research activity as it is spanned synchronically by the dimensions of cognitive resources 

and epistemic relations between the scientists employing them. On this background, the  analysis presents a 

continuous, two-dimensional spectrum of research activities from which four ideal types can be described. 

The account takes this synchronic structure of research activities as its central focus. Based on analyses of 

the cognitive resources employed in individual research activities it is examined how they relate to domains 

in a historical process, and how their distribution among the researchers involved gives rise to relations of 

epistemic dependence. For the sake of analytical clarity I shall first examine how the cognitive resources 

employed in a research activity relate to domains and how to understand the individual’s expertise on such 

a picture. Next, I shall examine the epistemic dependence between scientists, and combining the analyses of 

cognitive resources and epistemic dependence I shall provide a renewed view of how to understand 

disciplines and specialties in terms of different ideal types  of research activities in a two-dimensional 

spectrum. 

Finally, I shall show how current understandings of accountability and quality control in science are rooted 

in a disciplinary ideal that is untenable for collaborative and interdisciplinary research. Analyzing values that 

drive science in various directions I shall further sketch the main mechanisms underlying the perceived 

tension between disciplines and interdisciplinarity and argue for a redefinition of accountability and quality 

control for interdisciplinary and collaborative science. 
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Measurement is surely a central part of scientific activity. It quantifies aspects of the world and hence 

prepares them for scientific, in particular mathematical, treatment. At the same time, measurement 

somehow makes contact to the world, thereby ensuring a degree of reality. There exist very different and 

controversial opinions in the philosophy of science about the role of measurement. Think of Bridgeman’s 

operationalism that intended to guarantee meaningfulness of scientific terms by defining properties via 

measurement practices (cf. Chang 2009 for a balanced picture). Or consider the much-debated “theory-

ladenness” that would see measurement practices as theoretical and therefore indirect. 

There is an important new twist in the philosophy of science that now considers the changing nature of 

measurement practices themselves. This new movement highlights the role of simulation modeling in 

measurement. An illustrative sample includes Morrison (2009), who diagnoses a “changing face of 

experimentation” when simulation modeling is intertwined with measurement. Parker (2015) discusses how 

measuring practices involve models and calculations when data sets that count as observational are also 

simulation-based. Carusi et al. (2012) maintain the crucial role for empirical contact, but show that this 

contact might be based on iterative relations where models are developed. Finally, Tal (2013) suggests a 

model-based epistemology of measurement. 

The present paper aims at contributing to this discussion. We want to focus on engineering, in particular 

on chemical process engineering. There, the quantitative values of parameters are directly relevant for the 

construction of machinery. Hence the investigation of measurement practices happens against the 

background of actual usage in technology. 

Engineering sometimes has to work with quantities that are neither empirically measurable nor can they 

be determined by theory. We claim that such quantities are determined by measurement practices that mix 

and intertwine mathematics, simulation modeling, and experiments. We will illustrate this claim by 

discussing an example from chemical process engineering, namely the design of a distillation column for 

producing certain materials. 

While our claim is in good agreement with the standpoints mentioned above, it does not merely give a 

further instance, but also offers something in addition. Our emphasis is on how mathematics is used as a 

tool. Since at least Descartes, mathematics counts as the link that connects quantifying measurement with 
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systematic scientific treatment. In this line of thinking, however, mathematics deals with fundamental 

structures. We want to investigate cases that differ from this line in a number of aspects. 

We will present a scheme of simulation modeling that highlights a feedback loop of model adaptation. 

This loop links model parameters to measurements and the most interesting case is when such 

measurements are not possible. This can occur for a number of reasons, especially when the quantities in 

question are not accessible with existing technology. However, the simulation models then have to be 

modified, which gives parameterization and tuning a particular significance. We will study a comparatively 

simple example from process engineering: the evaporation of an ethanol-water mixture. Modeling this 

involves both physical laws and models which come in the form of physical laws but are mere correlation 

tools. Such models often include parameters without physical meaning. Interestingly, they nevertheless 

often have names which sound physical – maybe to conceal their empirical character. They are tuned by 

fitting to results of empirical measurement. Such approaches, we will argue, have to find a non- trivial balance 

between theory and curve fitting – the latter alone would likely restrict the model to a very narrow range of 

application. 

In a second step, we will discuss how sub-models of vaporization and other aspects are coupled together 

for building a (global) model of the process that happens in a distillation column. The point is that the global 

model of the process consists of sub-models that might be inconsistent, but show an adequate fit in relevant 

quantities. 

The theoretical foundation of such global model arguably is poor, if not defective. Therefore, the 

explanatory potential is restricted. However, this is not a devastating finding! As long as the predictive virtues 

are satisfying, the global model remains satisfying and is used in design. This is not plain trial-and-error, but 

validation remains important. Validation or confirmation of the model do not happen by a fundamental 

analysis, rather via sensitivity studies, in which a model has to show sufficient agreement with known data. 

Overall, parameterization and tuning play an essential role in making accessible quantities that cannot be 

empirically measured. Mathematics then does not grant consistency, but helps working with inconsistent 

sub-models. In such circumstances, predictive performance plays a pivotal role at the cost of explanatory 

capacity. 
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Scientists tend to opt for simpler and more unified hypotheses. Such considerations, though aesthetically 

pleasing, are often viewed as at best pragmatic in matters of choosing between rival hypotheses. In this talk, 

I put forth a novel conception and an associated measure of unification, both of which are demonstrably 

more than just pragmatic considerations. The discussion commences with a brief survey of some failed 

attempts to conceptualise unification. It then proceeds to an analysis of the notions of confirmational 

connectedness and disconnectedness, which are essential ingredients in the proposed conception of 

unification and its associated measure. Roughly speaking, the notions attempt to capture the way support 

flows or fails to flow between the content parts of a hypothesis. The more the content of a hypothesis is 

confirmationally connected, the more that content is unified. Since the confirmational connectedness of two 

content parts is determined by purely objective matters of fact, the proposed notion and measure of 

unification are themselves objective, i.e. not merely pragmatic considerations. 

Attempts to devise a satisfactory conception of unification abound. One of the earliest is Friedman (1974) 

where it is argued that understanding is generated when we trim down the number of independently 

acceptable law-like assumptions that feature as explanantia in the derivation of an explanandum. The lower 

that number the more unified an explanation. Friedman’s account was in great part motivated by a desire to 

avoid trivial explanations. It had already been observed that deriving an explanandum from a set of premises 

is not sufficient to turn those premises into a genuine explanation. Friedman sought to avoid this problem by 

limiting the derivations that yield genuine explanations to those that unify phenomena. Though highly 

influential, his account soon faced a number of insurmountable difficulties. As Kitcher (1976) and others 

pointed out, Friedman’s account rules out trivial explanations only at the expense of also ruling out some 

genuine ones. Several other attempts at conceptualising unification have been made with similar problems. 

They include Forster (1988), Kitcher (1989), Schurz and Lambert (1994) and Thagard (1993). 

While it ultimately fails, Friedman’s account does at least get one fundamental thing right. By emphasising 

the role of the acceptability of law-like assumptions his account places a premium on the link between 

unification and confirmation. The proposal in this talk is in tune with this appraisal and indeed elevates the 

link with confirmation to the single most important ingredient in our quest to understand unification. 
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According to this account, unification is to be understood as a measure of confirmational connectedness. But 

what is confirmational connectedness and its opposite confirmational disconnectedness? 

Roughly speaking, the notions attempt to capture the way support flows or fails to flow between the 

content parts of a hypothesis. The more the content of a hypothesis is confirmationally connected, i.e. 

support flows between its content parts, the more that content is unified. Let us use ‘x Ⱶr y’ to denote that y 

is a relevant deductive consequence of x. In formal terms, confirmational connectedness can be articulated 

thus: 

Any two content parts of a non-self-contradictory proposition 𝛤𝛤 expressed as propositions A, B are 

confirmationally connected if, and only if, for some pair of internally and externally non-superfluous 

propositions α, β where A Ⱶr α and B Ⱶr β: either (1) where 0 < P(α), P(β) < 1, P(α/β) ≠ P(α) or (2) there 

is at least one true or partly true atomic proposition δ such that α˄βⱵr δ, α⊬r δ and β⊬r δ. 

An explication of the notions in the analysandum cannot be pursued here due to obvious limitations of space. 

Suffice it to say that the probabilities are meant to be objective. That is, probability statements indicate true 

relative frequencies and/or true propensities of things happening like events, states---of---affairs or property 

instantiations. An objective interpretation of the probabilities captures the intuition that the confirmational 

(dis---/)connectedness of the content of a hypothesis is determined by facts about the world, i.e. it is not a 

subjective matter.1 

We are now ready to express the unification u of a proposition with the following function: 

 
where 𝑎𝑎𝑖𝑖𝛼𝛼,𝛽𝛽  denotes the number of disconnected pairs α, β in a given content distribution i, 𝑡𝑡𝑖𝑖𝛼𝛼,𝛽𝛽,denotes 

the total number of connected plus disconnected pairs α, β in a given distribution i and n denotes the total 

number of content distributions. To determine the number of disconnected pairs in a given content 

distribution we count how many times a different pair of relevant deductive consequences α, β fails to satisfy 

either clause (1) or (2). Any pair that is not disconnected is counted as connected. The higher the value of 

u(∆) the more unified the content of ∆. 

The objectivity of the unification measure arises from the fact that its output is entirely dependent on the 

notions of confirmational (dis-/)connectedness. And whether these notions are satisfied for any given pair of 

propositions is a matter wholly determined by the way the world is like, i.e. the world decides what is 

physically connected to what. In short, unification, under the proposed measure, is not in the eye of the 

beholder. 
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Laudan’s pessimistic induction rests on a brute fact about the history of science: even highly successful 

scientific theories have regularly turned out to be mistaken. Recently, 

P. Kyle Stanford has argued that the “problem of unconceived alternatives” (PUA) can explain this brute 

fact and thus show us why the pessimistic induction holds. On Stanford’s view, many scientific inferences are 

eliminative: scientists begin by corralling a number of candidate hypotheses that may explain a phenomenon 

of interest, proceed to rank these hypotheses according to some standard such as explanatory power, and 

then accept the most successful candidate. The problem is that even if ranking is reliable, eliminative 

inference only leads to truth if the true hypothesis is among the candidates to begin with. In van Fraassen’s 

words, inferences to the best explanation may well choose the best of a “bad lot”. In a series of detailed case 

studies, Stanford gives historical support to the problem. He shows that past scientists regularly failed even 

to conceive of powerful candidate hypotheses which we have since come to accept. What is more, past 

scientists tended to overestimate their ability to exhaust the space of likely or plausible hypotheses. 

However, Stanford’s PUA does not apply to an important and widespread type of scientific inference: 

experiments to determine causal relevance. Causal inferences commonly proceed from an exhaustive 

hypothesis space defined by the contradictories “C is a cause of E” and “C is not a cause of E”. Such inferences 

from “good lots” leave no room for unconceived alternatives in Stanford’s sense — aspirin either does or 

does not cause the relief of headaches. Yet the stability of some causal claims does not imply a static view of 

science. Causal inferences involve well known methodological issues (such as confounding) that may give rise 

to uncertainty and even controversy. Moreover, individual causal claims are limited and require the 

investigation of causal co-factors (why is aspirin ineffective in some patients?), intermediate steps (how does 

aspirin relieve headaches?), and alternative causes (what else relieves headaches?). 

A contrast in 19th century bacteriology will serve to illustrate and test the claim that biological practice is 

shaped by inferences from good lots. Robert Koch (1843–1910) investigated a series of infectious diseases 

including anthrax and cholera. In the case of anthrax, he was able to establish the life cycle of B. anthracis 

within a few years: a series of experiments — causal inferences proceeding from good lots — demonstrated 
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the causal factors required for the bacterium to grow, to form spores, to reactivate, and to infect livestock 

and humans. Even though Koch became involved in a controversy regarding anthrax with Pasteur, the causal 

claims established experimentally were not, in general, at issue, and they remain accepted to this day. By 

contrast, Koch’s investigation of the cause of cholera was much less successful. Even though his expedition 

to Egypt and India in the early 1880s identified V. cholerae, Koch was unable to demonstrate that the 

bacterium is the cause of cholera, mainly for lack of an animal model. Koch offered explanatory 

considerations favoring his causal hypothesis, but — just as Stanford’s PUA suggests — opponents such as 

Pasteur and von Pettenkofer did not find this to be compelling evidence. In the absence of evidence from an 

experimental causal inference proceeding from a good lot, Koch’s claim remained controversial for over a 

decade. A careful study of the historical sources demonstrates that the historical actors were sensitive to just 

the methodological nuances sketched above. 

In summary, the historical record suggests that a principled distinction is possible between (1) inferences 

that are vulnerable to the PUA (eliminative inferences potentially proceeding from a bad lot) and (2) 

inferences that are not vulnerable to the PUA (causal inferences proceeding from a god lot). This opens the 

possibility of selective realism about biological claims, and especially for prospective realism: Scientists such 

as Koch and his opponents were able to identify in advance which of their claims were reliable. 
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Debating Causation in the Life Sciences: A Systems Perspective on Causes and Effects of Cancer 
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This paper reexamines philosophical accounts of causal explanation in light of ongoing debates in the life 

sciences regarding the role of genomics for understanding complex diseases. Many life scientists see 

genomics as a powerful tool for biomedical research, opening for the possibility to develop patient-specific 

models for disease prevention. Others argue that making sense of the effects of gene mutations requires a 

better understanding of - and contextualization within - the higher-level dynamics and organization of tissues 

or even whole organisms. I highlight a set of philosophical implications underlying this debate by drawing on 

a contemporary controversy on the cause of cancer. The case illustrates important ramifications of a systems 

perspective for our understanding of causation and causal explanation in the life sciences. In particular I 

discuss the implications of non-sequential and global causal effects for our conceptualization and discovery 

of causes through experimental interventions and mechanistic schemes. 

A hotly contested issue is whether cancer is a cell-based disease or results from failure of tissue 

organization. Conflicting views on whether the best approach is a pathway-centered or systems approach 

have intriguing theoretical and practical implications. Some researchers have suggested that if cancer is a 

tissue-based disease, mutations may be a result of cancer, rather than the cause. These accounts differ with 

respect to the delineation and nature of the phenomenon to be explained, and of the relevant scale to 

approach the causal analysis. At the most fundamental level, it is debated whether specific ‘cancer cells’ exist, 

given a set of difficulties in distinguishing between malignant and benign tumors (the latter being thought of 

as a negative control). That is, it is a controversial issue whether causes of cancer can be fruitfully studied at 

the molecular scale, or whether we need a theory of tissue organization. Among the practical implications 

are issues pertaining to the design of relevant experiments, models and diagrams, and about what 

researchers take to be the most promising strategies for cancer treatment. 

Settling this debate is challenging, given that there is some experimental evidence in support of both of 

these positions, and given that interventions on target genes or molecules may influence hundreds or 

thousands of other interactions in the networks that these are embedded in. A further complication is that 

these networks may change over time such that interventions may restructure the dynamics for gene 

expression and cell signaling. Systems biology research has recently gained insight to the multivariate nature 

of regulatory and signaling networks. In the context of cancer research, the effect of some mutations on 

tumor development has been shown to depend on the state of the network as a whole, resulting in 
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apparently conflicting experimental results. While there are strong correlations between mutations and 

tumor development, some mutations are at the same time associated with gene products that advance or 

suppress carcinogenesis, depending on the context of the network or tissue. Such results question the 

assumption of a specific causal identity of system components associated with the static interpretation of 

mutations where properties translate directly into cause-specific effects. These non-linear effects are, 

however, not taken to be arbitrary but mediated by dynamic interfaces between biological processes at 

different scales. Systems-oriented researchers hope that an identification of the constraints on stable 

dynamic states of biological networks as a whole can help understand and predict the nonlinear effects of 

lower-scale perturbations on phenotypic states such as cell types. In this paper I examine a framework 

proposed as a solution to this dilemma (see Creixell et al. 2012; Huang 2009) and relate this perspective to 

existing interventionist accounts of causation and mechanistic approaches to causal explanation in the life 

sciences (Woodward 2003, 2013). 

Insights to complexity and strategies for dealing with the challenges should, in my view, reflect back on 

the concept of causation in philosophy of science. A systems-oriented view argues that some diseases and 

disorders are better characterized (and treated) as altered perturbed network states in state space. From this 

perspective, cancer is to be understood as an attractor within the possible states of the dynamics of 

regulatory or signaling networks. This framework has recently been argued to unify the conflicting 

conceptions of cancer through the notion of mutual causation (Huang 2014). The idea is that mutually 

dependent factors co-evolve in a spiral-like fashion over time. In this framework, mutations can introduce 

changes to the organization of the network as a whole, making other network states accessible. Reshaping 

of the landscape topology may, in turn, lead to genetic instability and further mutations. This perspective 

shifts the focus from properties of specific molecular causal activities to higher-level dynamics of the network 

as a whole. It is therefore relevant to examine the compatibility of this framework with the traditional 

understanding of complex diseases as diseased or broken mechanisms that can be uncovered through ideal 

molecular interventions. The case of cancer research illustrates a broader and pervasive problem in the life 

sciences of coming to grips with two-way degeneracy and plasticity of biological systems. How can the same 

set of genetic perturbations give rise to a variety of discrete cell phenotypes, and how can different genetic 

instructions give rise to the same phenotypic states? Why are certain cell states, including cancer states, 

highly robust to perturbations? To address such questions, I argue that we are forced to go beyond the linear 

pathway view of causation and beyond the common understanding of complex disease in terms of diseased 

or broken mechanisms. 
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While the topic of kinds and classification has long been a focus of work in the philosophy of science, as well 

as other areas of philosophy, a generally accepted account is still lacking. Moreover, there is no general 

agreement about the kind of account that is being searched for, or the criteria that such an account should 

meet. In part, this is due to the persistent problems confronting the search for a good theory of natural kinds, 

as many of the kinds found in the sciences are usually thought of as paradigmatic natural kinds. In response 

to these problems in the philosophy of science (though not in other areas of philosophy) there is a trend to 

move away from the metaphysics of kinds and classification and turn to epistemological issues, as well as 

questions regarding practical uses of kinds and classifications in various contexts. This trend fits well with the 

renewed interest in doing naturalistic philosophy of science and the increasing calls for bringing philosophy 

of science closer to scientific practice. 

However, abandoning the search for a metaphysics of kinds and classifications is too quick. A metaphysical 

account of kinds is a crucial element of the explanation of why some kinds and classifications are used in the 

sciences with more success than others, and why some ways of grouping things turn out not to be useful at 

all. After all, barring cases of epistemic luck the reason for the epistemic and practical success of kinds and 

classifications must be that they adequately connect to some or other feature of the world. 

While an account of kinds and classifications thus needs to encompass metaphysical elements, it is not 

clear whether naturalistic and practice-oriented philosophy of science is at all able to provide such elements. 

In this respect, naturalistic philosophers of science face two problems. First, metaphysics cannot be read off 

from either epistemology or practice: simply examining scientific kinds and classifications and the ways in 

which investigators in the various areas of science employ them will not reveal their metaphysical 

underpinnings. Second, once the metaphysics is elucidated for individual cases, these different metaphysical 

pictures need to be unified into an overarching account of kinds and classifications – an issue which some 

authors hold to be insurmountable (cf., Dupré, 1993). 

Thus it seems that at least some a priori considerations should be allowed to enter into the picture to 

guide the metaphysical analyses of individual cases. But as a priori metaphysics is suspect from a naturalistic 

viewpoint, the challenge for a naturalistic and practice---oriented metaphysics of kinds and classification is 

to bring a priori considerations into play without rendering the account unacceptably non---naturalistic. In 

this talk I addresses this challenge and explore what a thoroughly naturalistic metaphysics of scientific kinds 
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and classifications could look like. Two core notions in the debate on kinds and classification are important 

in this context, namely the notions of naturalness and of normativity. 

The notion of naturalness obviously occupies center stage in the search for a theory of kinds and 

classification in the sciences. While in both scientific and everyday contexts various kinds of kinds are used 

as the basis of epistemic as well as non-epistemic practices (including inference, explanation, 

mechanistic/functional analysis and decomposition, information storage and retrieval, heuristics, etc.), the 

kinds used in the sciences are often thought to occupy a special position among these kinds. But the question 

what makes a particular kind special – usually translated into the question what exactly the naturalness of a 

kind consists in – remains unclear. Proposals range from having essences, featuring in laws of nature, or being 

causally supported to merely being kinds of naturally occurring entities, but no proposal has been able to win 

the day. In part this is due to the normative requirements on philosophical theories of scientific kinds and 

classifications – or so I will argue. 

Theories of scientific kinds and classifications should not only explain the various epistemic and non---

epistemic uses of natural kinds, such as what makes a kind suitable as a basis for inferences In addition, they 

should provide normative criteria to distinguish “good” (or: natural) kinds from other kinds of kinds. 

However, a problem for extant proposals regarding what it is that makes a kind natural is that to the extent 

to which they encompass normative criteria for identifying natural kinds, they selectively pick out a subset 

of epistemically successful kinds but fail to cover all such kinds (e.g., [blinded for review]). Conversely, 

accounts that cover all epistemically successful kinds tend to apply to epistemically less successful and 

unsuccessful kinds too. The solution to this dilemma that I want to propose draws inspiration from Nelson 

Goodman’s work on the problem of induction. According to Goodman (1983), the philosophical account of 

induction (i.e., the rule(s) of induction) and actual inductive practices mutually support and constrain one 

another. In one direction, the account of induction provides criteria with which good inductions can be 

distinguished from inacceptable ones. In the other direction, inductive practices support the philosophical 

account of induction in the sense that the justification of the account consists in its adequately describing 

widely accepted inductive practices. Goodman considers this mutual dependence of philosophical theory and 

actual practice to constitute a virtuous circle – a sort of mutual fine---tuning of the theory and the practices 

to which it is supposed to apply until a good fit is achieved. 

Arguing on the basis of an example from the life sciences, I contend that Goodman’s scheme provides a 

general way of developing philosophical accounts in close connection with actual practice that can be applied 

to the development of a metaphysics of scientific kinds and classification. In particular, any a priori elements 

of such a metaphysics are rendered unproblematic from a naturalistic perspective, as they remain open for 

revision if the examination of particular cases demands this. 
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This talk is dedicated to detailing an aspect of the work of the Vienna Circle that has received surprising little 

attention: its philosophical metatheory (or philosophy of philosophy). The aim is to articulate and defend a 

conception of the nature of philosophy of science that, I claim, can be found among the members of the so-

called left wing of the Vienna Circle (Carnap, Frank, Neurath — Hahn died too early to see much of its 

development). This conception does not only contradict common ideas of how the Vienna Circle thought 

about philosophy but also offers a useful intervention in current debates about, e.g., the standing of formal 

epistemology vis-à-vis various forms of naturalism. 

Needless to say, in the Circle this issue was not discussed under the heading I give it, but under that of the 

relative place of philosophy and unified science. What is well-known is that the Vienna Circle abjured 

metaphysics and sought to develop an understanding of scientific reason free of questionable assumptions 

arrogated as a priori insights, though it has long been debated whether in fact it succeeded or could possibly 

succeed in that. More recently it has become recognized that leading members of the Circle put forward 

competing conceptions of their enterprise. Schlick championed a Wittgenstein- derived approach to 

philosophy as meaning-determination, Carnap turned philosophy into a purely formal “logic of science”, 

while Neurath rejected the idea of philosophy altogether seemingly submerging all in the projected unified 

science. The question arises how the apparent incompatibilities can be contained that threaten the viability 

of the Circle’s unity by calling into question its cohesion from the inside. 

The position I will articulate and develop does recognize sharp differences but also offers reconciliation. 

According to it philosophy loses its autonomy vis-a-vis the sciences but is neither abolished in favour of pure 

science nor rendered into a purely formal-logical inquiry. Rather, philosophy of science is regarded as a 

scientific inquiry of the second-order, a reflective inquiry into scientific reason that must do without 

epistemic resources peculiar to itself but is able to help itself to all the tools, techniques and 

conceptualizations that the empirical and formal sciences make available. Philosophy is integrated into 

unified science as its metatheory without being reduced to any one or the collection of its object-level 

disciplines. That this conception rejects the idea of a “first” philosophy in its traditional foundationalist garb 

or even in its more recent Wittgensteinian guise as pursued by Schlick is obvious, as is its promise to 

harmonize the approaches of Carnap and Neurath (and Frank). What is not obvious is whether the promise 

can be cashed in the form of a programme that (i) can reasonably be ascribed to the historical actors, (ii) 
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consistently realizes their ambitions, and (iii) makes a contribution to contemporary meta- philosophy. I will 

seek to provide a positive answer to all three questions. 

The talk will begin with a basic outline of what I call the “bipartite metatheory conception”. According to 

it, what is nowadays called philosophy of science comes in two parts, Carnap’s formalist logic of science and 

what Neurath called the “behavioristics of scholars” or Frank the “pragmatics of science”. The logic of science 

investigates scientific theories in typically axiomatized form and considers their internal structure and their 

relation to their evidential base in formal (syntactic or semantic) and logical terms (deductive and inductive). 

The pragmatics of science investigates scientific practice by means of the empirical sciences of science, the 

psychology and sociology as well as the history of science. So while, e.g., the logic of science investigates 

abstract relations of evidential support, the pragmatics of science investigates concrete theory choice and 

change. Following this outline, the talk will address several objections to the interpretive thesis presented. 

Besides charting the emergence of the bipartite metatheory conception in the writings of Carnap, Frank 

and Neurath in the early 1930s, attention must be paid to the origin of the bipartite metatheory conception 

in the need to coordinate the different emphases they placed in their own early theories of science on 

descriptively adequate or idealizing rational reconstructions, reflecting the historical influences of the 

naturalism of Mach and the formalism of Hilbert. Against that background, the skeptical objection can be 

countered that Carnap not only did not work in but also had no theoretical interest in empirical studies of 

science. I will argue that attending closely to what he says on a variety of occasions provides good reasons to 

resist this skepticism and detect intentional division of labour instead. 

Another issue concerns the question, also frequently raised in a sceptical mode, of the actual compatibility 

of the theorizing of Carnap and Neurath, especially with regard, first, to issues in the reconstruction of 

scientific theories, in particular with regard to basic observation statements, and, second, what Neurath’s 

rejection of the semantic conception of truth says about his understanding of the common programme which 

the bipartite metatheory thesis makes him a part of. Again I will argue that skeptical objections arising from 

these questions can be overcome.  While a close reading of Carnap reveals a flexibility on his part that allows 

Neurathian variants of observation sentences to be   considered physicalistically legitimate, a close reading 

of Neurath’s objections in as yet unpublished exchanges with Carnap reveals that his admittedly 

unsatisfactory arguments do not force him into a position incompatible with the bipartite metatheory 

programme. 

Finally, yet another issue concerns the fact that the conception was rarely discussed by the theorists I 

designate as its proponents and hardly ever was advertized as such. This delicate matter is not simply settled 

by contextualizations like the one indicated above but also requires discussion of the use of explication in 

historiographical method. Here Carnap’s concept of explication (so named only in 1950 but operative by then 

for much longer) will be argued to provide the required basis of convergence. 
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General Description 

Among philosophers working on scientific explanation, there seems to be a growing consensus that 

explanation is somehow connected to some form of understanding. This stands in sharp contrast to Hempel’s 

view, according to which understanding is a psychological notion with no constructive bearings on an 
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acceptable notion of scientific explanation. It is well-known that Hempel argued that the aim of explanation 

was not to gain understanding but to deduce what was to be explained from a set of premises containing at 

least one law statement. In his view, the kind of understanding we experience in connection with explanation 

refers to a psychological state we are brought into whenever we realize that the occurrence of the explained 

phenomenon is to be expected on the basis of our knowledge of the laws in question and the particular 

circumstances. According to Hempel the expectation itself, although being a psychological state, should be 

considered to be a completely rational state of mind as it is grounded in the knowledge of the logic of 

deduction and the concomitant understanding is caused by a successful deduction. Others, like Michael 

Friedman, have suggested that it is not expectation but unification which gives us understanding, i.e. the 

insight that a high-level law unites different low-level laws formerly considered mutually independent. In 

general, philosophers have associated explanatory understanding with different psychological features such 

as confidence, expectation, feeling of certainty, or intellectual satisfaction. 

Thus, the picture that emerges from the literature of the old days is that explanatory understanding is a 

concomitant phenomenon, a purely psychological feeling that was caused by the mental operation like 

successful deduction, unification, fitting the explanation-seeking phenomenon into a general world-picture, 

or getting to know the inner mechanism of things in the world. And this is a consequence of the fact that the 

aim of explanation is something different from understanding. 

In recent years new proposals for understanding “understanding” and its relation to explanation have 

appeared. See for instance, de Regt, Leonelli & Eigner (2009) and Faye (2014). To begin with most of today’s 

theories of explanation consider understanding to be the aim of explanation, since it is argued that the aim 

of explanation should contain a response to the question why we seek explanation in the first place. The 

answer seems to be that we need explanations for cognitive or epistemological reasons because they provide 

us with understanding. Hence, ‘understanding’ is no longer regarded as a merely psychological by-product of 

explanation but has become an important player in epistemology and cognitive science. The result of this 

development seems to be a reversal of roles, whereby what was previously regarded as the aim of 

explanation is now considered to be secondary to the kind of understanding one strives for. 

Note that by placing understanding in the front of the explanatory enterprise, the pragmatic aspects of 

explanation also move to the foreground. For both the purpose of the explanation and the context in which 

the explanation takes place play an important role in such accounts of explanation. A significant number of 

philosophers have already acknowledged that we cannot get on with scientific explanation unless we 

incorporate these pragmatic features of explanation into the notion of explanation itself. In spite of all their 

differences we find such an attitude in Charles S. Peirce, John Dewey, Michael Scriven, Sylvain Bromberger, 

Nicolas Rescher, Bas van Fraassen, Peter Achinstein and many more. 

However, even though “understanding” has moved to the forefront of the debate it is not at all clear how 

this concept should be spelled out in details. The extant literature covers different approaches: some with a 
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naturalistic flavour, others with a much more normative quality. On the one hand, naturalistically oriented 

approaches may, for instance, hold that understanding in science is not merely connected to explanation. 

They may point to other forms of understanding embedded in the scientific practice and to the kind of 

understanding that follows from interpretation of data or classification of new phenomena. Hence, in science 

manifestations of various forms of understanding are conveyed as cognitive abilities, as acquired "tacit" skills 

of experimentation, and reflective understanding that enable scientists to produce interpretation and 

explanation and to be informed by others’ interpretation and explanation. On the other hand, more 

normative approaches may focus on the standards for having scientific understanding in contrast to everyday 

understanding both in general and in relation to a particular scientific practice. The general standards could 

be coherence, consistency, truth, relevance, soundness, and unification supplemented with particular 

scientific theories. 

If understanding in science should not again degenerate into a purely psychological notion, it seems to be 

a requirement of any account of understanding that the epistemic state in which one is placed by a cognitive 

act of understanding must fulfill certain standards of rationality. Both the naturalist and the normativist 

would probably agree that any understanding based on deliberation requires certain normative 

commitments. But the naturalist would emphasize that it is the empirical study of scientific practice by, say, 

cognitive science that discloses the standards of understanding that scientists are committed to. These 

empirically discovered standards may very well vary from one science to another and from science to 

everyday life. In contrast, the normativist may argue that the standards of understanding are closely 

connected to some a priori claims about epistemic commitments with respect to justification, personal 

responsibility, and adequate evidence. For example, a normative theory might tell us that a person 

understands in an epistemically responsible way, if and only if he or she feels obliged to uphold or reject an 

explanation based on certain criteria of good science. Therefore the normativist would be sceptical about 

empirical studies that they can’t possibly address the normative goal of scientific understanding. Because, 

according to the normativist, the norms of intelligibility scientists actually follow are not necessarily those 

they ought to follow. It is not every alleged kind of understanding we may encounter in science that can 

reasonably count as a form of scientific understanding. A scientist must be ready to show that she is entitled 

to attribute to herself or others scientific understanding because her explanation or interpretation meets 

some well-established norms of scientific intelligibility. However, the naturalist would be much more 

tempted to argue that the criteria of intelligibility whereby scientists do arrive at their understanding are the 

same as the criteria by which scientists ought to arrive at their understanding. 

The symposium attempts to cast some light on the compatibility of and tensions between these two lines 

of thinking including questions like: What is the epistemic difference between explanation and 

understanding? Can understanding and intelligibility be separated and, if they are regarded as distinct, how 

should they then be defined. Are there other forms of understanding in science than explanatory and 
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interpretive understanding? Is it possible, for instance, to be a naturalist about the standards of intelligibility 

without committing oneself to the naturalistic fallacy? Answers to some of these questions are not only 

important for theories concerning scientific explanation but have a significant impact on how to conduct 

philosophy of science. 

 

References 
Faye, J (2014), The Nature of Scientific Thinking. On Interpretation, Explanation, and Understanding. London:  

Palgrave Macmillan. 
Khalifa, Kareem (2013). The Role of Explanation in Understanding, British Journal for Philosophy of Science.  

64, 161–187. 
 

Newman, Mark (2013), EMU and Inference: what the explanatory model of scientific understanding ignores,  
European Journal for Philosophy of Science. DOI 10.1007/s13194-013-0075-0 

H.W. de Regt (2013), Understanding and explanation: Living apart together? Studies in History and Philosophy  
of Science 44, pp. 505-510. 

H.W. de Regt, S. Leonelli & K. Eigner, eds (2009), Scientific Understanding: Philosophical Perspectives.  
Pittsburgh: University of Pittsburgh Press. 

  



Abstracts  Symposia & Contributed Papers VIII 
 Saturday 09:30 – 11:30 

 

325  

Abstracts 

1. Jan Faye: An evolutionary and cognitive approach to understanding 

Based on my recent book The Nature of Scientific Thinking (2014) I argue that understanding can be grasped 

in evolutionary terms as a cognitive organization of beliefs. This has a number of implications. First, animals 

arguably possess non-verbal understanding. Second, human comprehension covers different forms of 

understanding such as innate, embodied, and reflective understanding.  Third, ‘truth’ and ‘falsity’ do not 

characterize understanding but only the beliefs organized by our mind. Fourth, it is not only various forms of 

explanation but also various forms of interpretation that provide us with understanding. Explanations as well 

as interpretations help us to organize and unify our body of beliefs. Fifth, it is the cognitive organization of 

our beliefs that causes our sense of understanding. Taking these consequences into consideration, I shall 

argue that non-verbal forms of understanding (cognitive schemas) have purely innate standards of success 

in virtue of their contribution to survival. These standards may be described as mechanisms that secure 

consistency, coherence, relevancy, informative reliability, inference-aptness in relation to belief-formation. 

As humans eventually gained the capacity of reflective understanding the need of conscious interpretations 

and verbal request for explanations became immanent. However, it is also clear that interpretations and 

explanations are guided by personal and common interests. Hence, interpretation and explanation are 

always conducted in relation to a context of purposes that is a result of supported theories, background 

beliefs, and empirical knowledge. The context influences the kind of criteria of reflective understanding one 

upholds. The question is not whether science as part of a social enterprise follows the innate mechanism of 

successful understanding inherited from our ancestors but whether science establishes more reflection-

based norms for epistemic understanding. I argue that science does establish such norms. Nevertheless, I 

argue that these epistemic norms are all context-dependent. 

 

2. Antigone M. Nounou: On Scientific Understanding without Explanation 

Considering that understanding is a mental state, one could hardly dispute the idea that a good scientific 

explanation may confer scientific understanding of the phenomenon explained. Thus, one might assert that 

the causal explanation of a phenomenon gives rise to understanding of the underlying causes, a deductive- 

nomological explanation allows for the comprehension of the role laws play in its occurrence, a unificationist 

explanation enables one to fathom how that particular phenomenon fits in the bigger picture of things, etc. 

Still, even when scientific theories and models are known to misrepresent phenomena, and hence they do 

not provide acceptable explanations, they afford additional, distinct kinds of scientific understanding; or so I 

argue. In particular, I examine models of the nuclear structure—such as the liquid drop model—and statistical 

models of critical behaviour and phase transitions, which save the phenomena of the systems they describe 

despite the fact that they misrepresent them. I argue that what we gain from such models is a form of 

scientific understanding that comes prior to—and even irrespective of—scientific explanations of 
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phenomena. This form of understanding I contrast with the other distinct form of scientific understanding 

that does not stem from scientific explanations and which is typically associated with interpretations of 

theories. Unsurprisingly, the typical case study is quantum mechanics and a conclusion to take home is that 

the kind of scientific understanding that is intertwined with a theory’s interpretation is necessary for the 

explanations of phenomena that will be based it and its models. In closing, I would also like to suggest that 

the taxonomy of the kinds of understanding that we may arrive at by this type of philosophical analysis is at 

least a useful, if not also a necessary, preparatory step for further analysis whether our proclivities are 

normative or naturalistic. 

 

3. Henk W. de Regt: From explanation to understanding: normativity lost? 

In recent years the notion of understanding has occupied central stage in philosophical debates about the 

nature of scientific explanation, and a number of philosophical theories of understanding have been 

presented in the literature. Since understanding is typically associated with the pragmatic and psychological 

dimensions of explanation, shifting the focus from explanation to understanding may seem to imply a shift 

from accounts that embody normative ideals to accounts that provide accurate descriptions of scientific 

practice. Not surprisingly, many ‘friends of understanding’ sympathize with a naturalistic approach to the 

philosophy of science. However, this raises the question of whether the proposed theories of understanding 

can still have normative power. I will argue that this question can be answered in the affirmative, at least for 

my own contextual theory of scientific understanding. Although my theory has first and foremost a 

descriptive and explanatory aim, namely to describe the criteria for understanding employed in scientific 

practice and to explain their function and historical variation, it can (at least to some extent) serve as a basis 

for normative assessment of scientists’ actions. I will develop two arguments in order to substantiate this 

conclusion. The first argument hinges on the distinction between prescriptive and evaluative normativity. 

Although the criteria for understanding and intelligibility that my theory specifies cannot be used as 

prescriptive normative rules for guiding scientists’ actions, I will argue that they can be used as evaluative 

norms for assessing whether theories are intelligible and whether understanding has been achieved. The 

second argument is directed at the objection that explanation is part of the (normative) context of 

justification while understanding belongs to the (descriptive) context of discovery. I will argue against such a 

sharp context distinction and in favor of norms for understanding that derive from study of scientific practice. 

 

4. Petri Ylikoski: Normativity and the inferential account of understanding 

A central challenge for any theory of explanation is to make sense of how scientists evaluate explanations. 

While traditional philosophy of science has not paid much attention to these evaluative practices, the 

inferential account of understanding is based on the idea that focusing criteria used in these evaluations is 

both important and fruitful. Thus the account is based on the distinction between understanding and the 
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sense of understanding (Ylikoski 2009). While the former refers to an ability to make correct what-if - 

inferences about the phenomenon of interest, the latter consists of a metacognitive feeling that tells us when 

we have understood or grasped something. Empirical studies show that the sense of understanding is a highly 

fallible indicator of understanding, thus motivating the idea that there is a difference between understanding 

and thinking that one understands. Another key idea of the approach is the idea that instead of there being 

one dimension of explanatory “power”, the explanatory goodness has at least five different dimensions that 

can be articulated with the help of contrastive-counterfactual account of explanation underlying the 

inferential approach (Ylikoski & Kuorikoski 2010). 

These ideas provide the foundation for the inferentialist solution to the tension between naturalistic and 

normative approaches that is the topic of this symposium. The inferential account is fully naturalistic: it is 

both based on and inspired by recent cognitive science work on explanatory cognition (Ylikoski 2009), 

extended cognition (Kuorikoski & Ylikoski 2015), and distributed cognition. However, rather than identifying 

understanding with any specific mental state, the approach makes it possible to critically evaluate not only 

individual scientist’s understanding, but also explanatory practices within scientific fields. Nonetheless, this 

critical stance is not based on a priori philosophical ideas about understanding or explanation, but in the 

ability of the approach to connect the field-specific epistemic goals with actual explanatory practices. This 

potential will be discussed with examples from mechanism-based explanations in the social sciences. 
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General Description 

Probabilistic chance is of course a topic with a long and distinguished history and pedigree in the philosophy 

of science. The history of philosophical attempts to grapple with objective probability, and what appears to 

be its ubiquitous role in modern statistical science, arguably begins already in the 19th century, with Charles 

Peirce’s writings on the topic, if not before. Kolmogorov’s axiomatization of the probability calculus in 1933 

made the concept formally precise, but this did not settle issues of interpretation. On the contrary two main 

schools emerged as regards objective probability, having their origin in Richard Von Mises’ and Karl Popper’s 

frequency and propensity interpretations respectively. Most philosophers in either ‘frequency’ and 

‘propensity’ school would agree that objective probabilities seem in some sense presuppositions in much 

scientific inquiry – particularly in areas where statistical methods are widely employed; yet, there are 

nonetheless profound disagreements as to how to understand the nature of such probabilities. Roughly, 

thinkers schooled in the Humean or Bayesian traditions have tended to see probabilities as reducible to 

further notions or concepts that  are empirically or epistemically more accessible, such as experimental 

statistics, frequencies, or credences. By contrast, defenders of propensities have tended to understand 

probabilities as reducible to metaphysical chances, or primitive dispositions in nature. 

In other words, the ‘frequency’ and ‘propensity’ interpretations of probability have this much in common: 

They both aim to reduce the concept of probability to something else, by interpreting probabilities in terms 

of other notions they regard as less problematic, either by way of being empirically accessible or more 

explanatory. The frequency interpretation tradition has attempted to reduce probabilities to finite frequency 

ratios in actual sequences (‘finite frequentism’) or limiting frequency ratios in hypothetical sequences 

(‘hypothetical frequentism’). The propensity tradition has attempted to reduce probabilities to metaphysical 

chances, dispositional properties of chance set ups, or causal relations between dispositional properties and 

their manifestation conditions. Nowadays, a third school may be emerging that refuses to reduce 

probabilities to either metaphysical chances (understood as dispositional properties) or frequencies 

(whether finite ratios in actual data, or limiting ratios in hypothetical data). The contributions to this 

symposium are either fully in defence of this third school, or they approach different issues raised in relation 

to it. 

More particularly the symposium focuses on an array of topics and issues where this dispute is not an idle 

one in metaphysics, but becomes relevant to methodological and experimental practice. Thus we shall be 

particularly concerned with what, on each of these schools regarding chance and probability, follows for the 

practice of probabilistic modelling, experimental statistical testing, and the methodology of causal inference. 

More specifically, we ask questions regarding how, on either of these views, we may go about understanding 

i) the role and function of probabilistic or statistical modelling; ii) the nature of the relation between chances, 

probabilities,  and experimental statistics, and iii) the empirical status of probability. 
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Abstracts 

1. Philip Dawid: On Individual Risk 

Writing recently about her decision to have a preventive double mastectomy, the actress Angelina Jolie said: 

"My doctors estimated that I had an 87 percent risk of breast cancer and a 50 percent risk of ovarian cancer, 

although the risk is different in the case of each woman." Where do such figures come from, and what if 

anything do they mean? Is it even possible to assign risk values to individual events? We survey a variety of 

possible explications of individual risk, these in turn being based on a variety of interpretations of probability, 

themselves classified as either "groupist" or "individualist". Attempts to interpret individual risk from a 

"group to individual" perspective eventually founder on the insoluble problem of the reference class. We 

present an alternative "individual to group" interpretation, which, dispensing with reference classes, relates 

instead to the level and detail of the information used, that being allowed to differ from one individual to 

another. This approach leads to asymptotically unique individual risk values - which however are typically not 

computable. However this concept too has its limitations. In the end, a fully satisfactory understanding of 

individual risk remains elusive. 

 

2. Luke Fenton-Glynn: Unsharp Best System Chances 

Much recent philosophical attention has been devoted to the Best System Analysis (BSA) of laws and chance. 

In particular, philosophers have been interested in the prospects of the BSA (and variants upon it) for yielding 

high-level laws and chances. In this vein, influential arguments have recently been advanced for thinking that 

the best system for our world is one that entails the fundamental dynamical laws together with the 

probabilistic principles of Statistical Mechanics (SM), and also special science laws and chances. But a 

foundational worry about the BSA lurks: there do not appear to be uniquely appropriate measures of the 

degree to which a system exhibits theoretical virtues, such as simplicity and strength. Nor does there appear 

to be a uniquely correct exchange rate at which the theoretical virtues of simplicity, strength, and likelihood 

(or fit) trade off against one another in the determination of a best system. Moreover, it may be that there 

is no robustly best system: no system that comes out best under any reasonable measures of the theoretical 

virtues and exchange rate between them. This worry has been noted by several philosophers, with some 

arguing that there is indeed plausibly a set of tied-for-best systems for our world (specifically, a set of very 

good systems, but no robustly best system). Some have argued that this entails that there are no Best System 

laws or chances in our world. I argue that, particularly when we consider systems that entail high-level laws 

and chances, it is plausible that there is a set of tied-for-best systems for our world, but that it doesn't follow 

from this that there are no Best System chances. (I argue that the situation with regard to laws is more 

complex.) Rather, it follows that (some of) the Best System chances for our world are unsharp. 
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3. Jenann Ismael: Against Ontic Chances (cancelled) 

There is a great divide in views about the metaphysical status of chance. According to ontic views, chances 

are beables and beliefs about chance are beliefs about first-order matters of fact. According to epistemic 

views, chances are not beables. Beliefs about chance are either credences, or beliefs about what credences 

one ought to have about categorical matters. Epistemic views are often thought to be attractive because 

they explain the connections between chance and credence (if chances are beables in their own right, why 

should beliefs about them guide credence in categorical matters?), and because they leave room for a 

complex and informative story about why should believers like us adopt the chances as their credences (why 

chance rather than any number of other functions that can be defined and which ones might play the same 

role). Ontic views are attractive because chances seem to play a fundamental role in physics. I look at reasons 

for preferring an epistemic view that are based on their departure from familiar puzzles about the way beliefs 

about chance interact with ignorance about categorical facts. I conclude with some remarks about how these 

considerations bear on the interpretation of the quantum state. 

 

4. Aidan Lyon: Counterfactual Probabilities, Chances and Robust Explanations 

Some of our best scientific explanations make references to probabilities, and this has led some philosophers 

to conclude that those probabilities are objective chances, because they cannot be subjective probabilities. 

For example, classical statistical mechanics explains why ice cubes melt in terms of probabilities of them 

being in micro- states that lead to them being in melted macro-states in the future. And since ice cubes seem 

to melt independently of what we know about them, the probabilities in questions should be understood as 

objective physical chances (e.g., Popper 1982, Loewer 2001). 

However, this line of reasoning quickly runs into a problem: classical statistical mechanics assumes that 

the world is deterministic, and it would seem that deterministic worlds cannot be chancy. So, some 

philosophers have concluded that the probabilities in question must be subjective (a.k.a. “epistemic”) 

probabilities after all (Schaffer 2007). This has an important ramification: the probabilities in question are 

epistemic in nature, and so the explanations in question are about what we should expect to happen. 

I argue that both lines of reasoning are mistaken, and their mistakes come from not first clearly identifying 

the different conceptual roles that probabilities play in the sciences. I’ll show that by delineating at least 

three concepts of probability –– counterfactual probabilities, chances, and credences –– many conceptual 

confusions can be avoided, especially ones involving determinism and chance. I’ll argue that many of the 

probabilities that appear in high-level sciences should be understood as counterfactual probabilities, given 

the work the play in scientific explanations. This makes counterfactual probability a kind of objective 

probability that is distinct from chance. 
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5. Mauricio Suárez: Propensities, Chances, and Experimental Statistics 

Probabilistic modelling may be most generally described as the attempt to characterise (finite) experimental 

data in terms of models formally involving probabilities. I argue that a coherent understanding of much of 

the practice of probabilistic modelling calls for a distinction between three notions that are often conflated 

in the philosophy of probability literature. A probability model is often implicitly or explicitly embedded in a 

theoretical framework that provides explanatory – not merely descriptive – strategies and heuristics. Such 

frameworks often appeal to genuine properties (elements of reality or ‘beables’) of objects, systems or 

configurations, with putatively some explanatory function. Thus, I claim, it becomes useful to distinguish 

probabilistic dispositions (or single-case propensities), chance distributions (or probabilities), and 

experimental statistics (or frequencies). I illustrate the distinction with some elementary examples of games 

of chance, and go on to claim that it is readily applicable to more complex probabilistic phenomena, notably 

quantum phenomena. 

I then argue that it is possible to understand the role of these three notions in probabilistic modelling in 

terms of Bogen and Woodward’s (1988) three-tier or tripartite distinction between theory, phenomena and 

data. Thus I suggest that in the context of probabilistic modelling, propensities are best understood as 

explanatory posits of theory, which both ground and explain chance or probability distributions. These 

distributions in turn are often best understood as models of phenomena in the sense described by Woodward 

and Bogen. Finally, relative frequencies of particular experimental outcomes in a given sequence constitute 

experimental data. It follows from the application of the tripartite distinction that propensities are typically 

not to explain particular outcomes or experimental data but rather the phenomena in the form of chance or 

probability distributions. The statistical data in turn may be used to directly confirm (and therefore also to 

test) probabilities, but not propensity ascriptions. The ascription of particular propensities – as Charles Peirce 

noted long ago – is rather to be justified (or criticized) by abductive means in terms of their explanatory 

qualities. 
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Climate change has the potential to generate tremendous ecological, economic, and social impact. Although 

it is commonly agreed that this change is also driven by anthropogenic factors, it is far from clear what the 

optimal responses to these changes in our climate system are. One reason for this is that we are facing severe 

uncertainty regarding the physical facts about the phenomenon of climate change. The Intergovernmental 

Panel on Climate Change (IPCC) was established to synthesize the latest scientific knowledge on climate 

change and to communicate it to policy makers. To this end, the IPCC developed as a key element an 

uncertainty framework. 

In this paper, I assess the latest version of the uncertainty framework. The paper is divided into three 

parts. First, I look at the meta-documents which introduce and explain the uncertainty framework. I argue 

that there are substantial conceptual issues which need attention. Secondly, I focus on the full report of 

Working Group I, which focuses on the physical science basis of climate change, to explore how the 

uncertainty framework is put into practice. I show that the conceptual problems of the framework manifest 

themselves in concrete practical problems for the authors of the assessment report. Based on these 

observations, I suggest, thirdly, improvements to make this tool more fruitful in the highly relevant context 

of climate policy-making and, potentially, in other areas of policy-making as well. 

The uncertainty framework equips the scientist with a confidence and a likelihood metric to qualify her 

statements about the causes and effects of climate change (see IPCC 2010 and Mastrandrea et al. 2011). An 

example for the use of this two-dimensional uncertainty framework is the following: 

“In the Northern Hemisphere, 1983-2012 was likely the warmest 30-year period of the last 1400 years 

(medium confidence)” (IPPC 2013, 3) 

Confidence describes the validity of a finding. The confidence judgement is the result of the aggregation 

of two sub-metrics ‘evidence’ and ‘agreement’. The evidence judgment is the result of an aggregation across 

different dimensions: the type of evidence, its amount, its quality, and its consistency. The agreement 

judgment is capturing the consensus across the scientific community on a given finding. The likelihood metric 
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is a quantified measure of uncertainty and expresses a probabilistic estimate of the occurrence of events or 

outcomes. The verdict ‘likely’, for example, is associated with a probability range of 66-100%. 

The exposition of the uncertainty framework reveals fundamental conceptual problems. The problems 

can be grouped into three categories: problems associated with (a) the lack of definitions of key terms, (b) 

the lack of specifications of relations between key terms, and (c) epistemological assumptions. Subsequently, 

I highlight a selection. In relation to category (a), the agreement sub-metric of the confidence scale is defined 

both as the degree of consensus between scientific publications on a finding as well as the number of 

competing causal explanations for a finding. Furthermore, the dimension ‘quality of evidence’ is not specified 

at all. In relation to category (b), the relationship between the sub-metric ‘agreement’ and the dimension 

‘consistency of evidence’ is not clear because consistency is introduced as the degree to which evidence 

supports single or multiple explanations or projections. In addition, the meta-documents support two, 

mutually inconsistent interpretations of the relationship between the confidence and the likelihood metric. 

A first interpretation sees confidence statements as meta-judgment about the validity of the finding whereas 

likelihood statements are, uncorrelated, intra-finding judgments about the probability of an event or 

outcome described in the finding. A second interpretation understands confidence statements and likelihood 

statements as conveying the same information, whereas confidence judgments are used for qualitative and 

likelihood judgments are used for quantitative evidence. In relation to category (c), the fact that robust 

evidence (i.e. multiple lines of high quality, independent, and consistent pieces of evidence) could, according 

to the uncertainty framework, appear in combination with low, medium, or high agreement in the scientific 

community is puzzling from an epistemological point of view. 

These conceptual problems give rise to concrete practical issues for the authors of the assessment report. 

For example, the authors fill the lacuna which is generated by the absence of the specification of the 

relationship between the agreement sub-metric and the dimension ‘consistency of evidence’ by equating 

these two terms. This yields an over-emphasis on agreement in comparison to evidence if confidence in a 

finding is evaluated. Moreover, the absence of a specification of the dimension ‘quality of evidence’ and the 

evidence categories ‘limited’ and ‘medium’ give rise to a large ambiguity in the application of the uncertainty 

framework. The authors have to make decisions and there is no indication present in the report that these 

decisions are taken in a consistent and non-arbitrary way. 

Taking these findings into account, I identify the construction of the confidence metric as the key issue 

which needs attention for improving the framework. I motivate three changes. First, the agreement sub-

metric has to be interpreted uniquely as consistency of evidence indicating whether the set of evidence 

supports qualitatively agreeing or disagreeing estimates of parameters. Secondly, the evidence sub-metric 

should be reduced to an aggregation of the dimensions ‘quality’ and ‘amount’ where quality of evidence 

should be made dependent on the different categories of evidence (e.g. mechanistic understanding, 

observational data, or model results). Thirdly, all categories of the two sub-metrics (e.g. robust evidence or 
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medium agreement) should be introduced in the meta-documents together with paradigmatic examples. 

These three changes do not only provide the IPCC with a conceptually more coherent uncertainty framework 

but also allow exploring whether this confidence metric can be used in other policy contexts. One example 

is macroeconomics where we face complex systems with expectation-driven feedback mechanisms and 

considerable disagreement about the relevant causal structures. 
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Most realist theories of natural kinds consider causality a crucial feature of the metaphysical nature of kind. 

According to (neo-)essentialists, kinds are characterized by (a set of) necessary and sufficient properties that 

cause many others properties of the kind. According to one often-discussed example, the essence of water 

is to be composed of H2O, which causes many other properties of water like its boiling and freezing point. 

Boyd’s very popular Homeostatic Property Cluster Theory (HPC) of natural kinds relaxes the need for kinds 

to be characterized by essences, but maintains the requirement that kinds are grounded in the causal 

structure of reality. According to Boyd, natural kinds without essences are characterized by clusters of 

properties that regularly co-occur because of the workings of a homeostatic mechanism. Common to both 

the essentialist view and Boyd’s HPC Theory is the idea that the causal ground of kinds explains their 

epistemic fertility: they support multiple inductive projections and explanations. 

Recently, Matthew Slater has presented a novel argument against the view that natural kinds need to be 

grounded either in causal properties or in causal mechanisms. Like Boyd, Slater argues that kinds are 

associated with clusters of properties none of which need to be essential. Against Boyd, Slater argues that 

homeostatic mechanisms are neither sufficient nor necessary for (biological) kinds to be natural. 

Furthermore, Slater maintains that causality in general is not a necessary criterion of natural kinds. In 

response to causal theories of natural kinds, Slater presents the Stable Property Cluster Theory (SPC) 

according to which kinds are associated with a cluster of properties whose co-occurrence is counterfactually 

stable. Ultimately, it is the stability of this clustering that grounds the epistemic fertility and naturalness of 

kinds. 

I will present two arguments against Slater’s SPC Theory of natural kinds and in favor of a causal theory 

of natural kinds. The first argument is aimed specifically at Slater’s non-causal theory, and aims to show the 

necessity of a causal ground for natural kinds. The second argument is aimed at any theory that takes the 

regular co-occurrence (or clustering) of properties as being a necessary criterion of natural kinds. This 

includes Slater’s SPC Theory, but also essentialist theories and Boyd’s HPC Theory. This second argument 

aims to show that although members of natural kinds must minimally share one or some causal properties, 

the regular or counterfactually stable co-occurrence (clustering) of many properties is not a necessary feature 

of natural kinds. 
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For the first argument, it is important to note that Slater specifies that the type of clustering of properties 

required for natural kinds is such that whenever we find some properties (any sub-cluster) associated with a 

kind, it is likely that we will find the other properties associated with it as well. For example, if we find a liquid 

that has the boiling point and freezing point of water, we are likely to also find the other properties of water 

as well. The fact that we can do this for many sub-clusters associated with the kind, is what, according to 

Slater, makes natural kinds so epistemically fruitful. But this is too strong. To see this, consider that the 

likelihood is not very high that one would find many other properties of water given that something is a 

colorless and odorless liquid, as there are several other liquids with these properties. Nevertheless, this fact 

does not make water any less of a natural kind. Similar examples can be multiplied. The likelihood of finding 

all the properties associated with the kind water given a particular sub-cluster of its properties is not what 

grounds the epistemic fertility of water. Rather, what does make water epistemically useful is that wherever 

we find H2O, we are likely to find all the other properties typical of water. Natural kind categories are often 

scientifically useful not because they refer to clusters of properties but because they refer to causal 

properties that result in a cluster of properties. 

However, and this is the second argument, not all natural kinds are associated with clusters of properties. 

To be sure, many natural kinds are defined so as to support multiple inductive projections and hence are 

associated with a cluster of co---occurring properties. But this does not apply to all natural kinds. Natural 

kinds crucially ground generalizations, but these do not necessarily apply to all or even many of its members. 

Take, for example, the geological kind igneous rock. These are rocks that are formed as the result of the 

cooling of magma or lava and they come in two general types, depending on whether the cooling has 

occurred above the Earth’s surface (extrusive/volcanic rock) or beneath the surface (intrusive/plutonic rock). 

Although there are many generalizations about igneous rocks that apply to both types, geologists also make 

generalizations about igneous rock that only apply to one of these subtypes. However, if natural kinds would 

be those kinds that support the most projections to unobserved instances, it is clear that the subtypes would 

be the only natural kinds and there would be no need for igneous rock as a kind. These subtypes are 

characterized by more properties that co-occur regularly or counterfactually stable. Nevertheless, igneous 

rock is also a natural kind because it allows for systematic explanations. It is the cooling of magma that causes, 

and hence allows us to explain, many of the common properties of plutonic and volcanic rocks, but also many 

of the properties in which they differ. Similar examples can be multiplied, as there are, for example many 

polymorphisms of biological species or gender specific effects of human diseases. Actual scientific 

classification shows that kinds are not only epistemically fruitful because they causally ground clusters of co-

occurring properties, but also because they are associated with causal properties that account for many other 

properties, although these do not need to co-occur in all or most kind members. Based on these arguments 

I develop a view which I call the Causal Unification Theory (CUT) of natural kinds. 
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In a brief sketch my argument is as follows: 

1) Because the world is so complex, all human representation is to some extent imprecise and/or 

inaccurate. 

2) Perception is, or constitutively involves, representation. Consequently, 

3) Not just scientific, but also perceptual, knowledge is qualitatively affected with the limitations 

as claimed in 1). 

4) So scientific and perceptual knowledge are of a piece, and both an ever refinable but never 

exact view of the way things really are. 

What are the limitations of 3)? Standard scientific realism fails for a simple semantic reason: Because of 

1) we can’t attach words to anything specific. (Whose atoms? Dalton’s? Perrin’s? Today’s chemists? Indeed, 

many field theorists insist that there are no particles.) Standard scientific antirealism, on the other hand, 

assumes that when we let go of the theoretical, we could fall back on the things and properties we know by 

perception. But, because of (3) that fails as well. (Consider the complexities of the still idealized current 

science of color.) So the stakes are high: If we can’t find some more nuanced way to be a realist, 

(3) will have to be interpreted as some kind of representational idealism. 

For the same reasons that the sense data theory failed, a catalogue of representations, like a catalogue of 

pictures, can’t get us even an “accurate enough” grip on the world. We have to understand the world as like 

one filled with our ordinary physical objects. Thinking in terms of ordinary physical objects, though still an 

idealization, tells us that our world is one very like one occupied by these physical objects, despite the fact 

that if we examine too closely these turn out to involve idealization. 

Finally, once we see how this works for the objects of perception, the same goes, and for the same 

reasons, for the objects described by a successful science. This substantiates the long-standing conclusion 

that, because of the absence of any observational/theoretical distinction, objects of perception and those of 

science stand or fall together. This is as good as realism gets. 

To fill in this argument sketch I will introduce the notion of sematic alter-egos. Any statement made 

sufficiently precise will be, strictly speaking, false. But if it is sufficiently accurate, the statement can be turned 

into a truth by making it less precise. Consider the false “John is six feet tall precisely”, the idealized semantic 

alter-ego, vs. “John is six feet tall close enough”, the former’s truth apt semantic alter-ego. The latter counts 
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as, literally, true when the former, though false, is accurate enough to function as a truth. Alter-egos because 

they do the same semantic work. 

The application: How should we interpret “There is a chair in front of me”? If by “the chair” one insists on 

a physical object with completely determinate identity conditions the statement is, if not false, at least not 

true. Because of indefinite spatial and temporal boundaries, no exact identity conditions apply. Talk of “the 

chair” is an idealization. But if we understand “the chair” itself as an imprecise term, the imprecise statement 

counts as, literally, true because its idealized semantic alter-ego functions as a truth. One can de-idealize not 

only by increasing accuracy but by decreasing precision. 

Now consider an application to “atom”. From the pen of Dalton, Perrin, or today’s chemist, if we take 

“atom” as an imprecise term, we can take all to have written truths. Alternatively, we can regard the concept 

of an atom as that of an idealized particle, with different details of idealization in different theoretical 

contexts. Quine admonished: No entity without identity. Quantum theories reject any such, but idealized 

atoms function brilliantly in various theoretical contexts. 

The conceptual duality afforded by semantic alter-egos makes sense of our use of the tools of reference 

in face of the fact that no such representational reference gets things exactly right. Still, representational 

tools tell us a great deal about how the world works in ways that admit of right and wrong, better and worse; 

so we should count them as informing us of how things really are. 

Some will persist in asking: But do physical objects/atoms exist – really?! We must reject this question. A 

“yes” answer conveys that a) our referential tools have been attached to referents, b) that these referents 

have exact identity conditions, and c) all this is not an idealization. We know we can’t have any of the three. 

It’s not that we positively know that there are no identity-bearing concreta. There may or may not be, but 

either way our referential tools are not so attached. A “no” answer conveys that our referential language is 

completely wide of the mark. That at best is disastrously misleading. We do much better than some kind of 

referential idealism. The scientific realism debate has been irresolvable because limited to two equally 

unviable alternatives. 
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The talk is based on joint work with Stephan Hartmann. 

The No Miracles Argument (NMA) is one of the most influential arguments for scientific realism. It argues 

that the predictive success of science would be a miracle if mature scientific theories didn’t tend to be 

approximately true. 

In his book (Howson 2000), Colin Howson argues that the NMA commits the base rate fallacy and 

therefore is logically flawed. The argument was reemphasised more recently in (Callender and Magnus 2003). 

Howson and the latter authors offer a Bayesian formalization of the NMA. In this formalization, the 

hypothesis that a theory H is approximately true is updated based on the evidence that H was predictively 

successful. The inference to a high probability of truth relies on the assumption that the probability of 

predictive success is high if the theory is approximately true but low if the theory is false. Bayesian analysis 

then immediately shows that the inference to a high probability of approximate truth of H would be 

invalidated by a very low prior of its approximate truth. Specifying the prior would amount to begging the 

question, however, since a reasonably high prior probability of approximate truth of scientific theories is 

exactly what the anti-realist denies. Thus, the NMA implicitly relies on specifying the prior probability of the 

approximate truth of H but has not basis for doing so. In other words, it commits the base rate fallacy. 

Our analysis of Howson’s argument starts with the observation that the NMA can be and has been 

understood in two different ways. First, the fact to be explained by the realist conjecture may be taken to be 

the predictive success of an individual theory. We call an argument on that basis the individual theory-based 

NMA. Second, the fact to be explained may also be taken to be the tendency of predictive success in mature 

science or in some specific segment of mature science. We call an argument on that basis the frequency-

based NMA. We then go on to show that Howson’s formalization of the NMA is a reconstruction of the 

individual theory-based NMA. Howson successfully demonstrates that the individual theory-based NMA is 

logically flawed. The frequency-based NMA, however, has a significantly different structure. It is based on 

observing a frequency of predictive success already before assessing the truth of a given individual theory H. 

Therefore, once one looks at a new theory H and updates under its predictive success, the prior probability 

of its truth cannot be freely chosen any more. Based on the law of total probability, a lower bound on the 

prior probability of the truth of H is enforced by the predictive success rate in the field in conjunction with 

the assumptions on the correlations between approximate truth/falsity and the probability of predictive 
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success. A formalization of the frequency-based NMA shows that it does not fall prey to the base rate fallacy. 

To the contrary, even fairly low tendencies of predictive success can imply a high posterior probability for a 

theory’s approximate truth. It must be emphasised that avoiding the base rate fallacy does not amount to 

having a valid argument for scientific realism. The scientific realist is still faced with the difficult task to justify 

the assumptions regarding the correlations between truth and predictive success. 

The second part of the talk addresses the question as to who did endorse the first, logically flawed version 

of the NMA, and who endorsed the second, logically sound version. Based on looking at the original 

formulations, it will be argued that the initial understanding as presented by Hilary Putnam and Richard Boyd 

clearly is of the frequency-based type. Later discussions often show a lack of awareness of the distinction 

between the two interpretations of the NMA. Some discussions clearly do adopt the individual theory based 

version of the NMA. 

To conclude, the base rate fallacy constrains the way in which a NMA can be formulated in a meaningful 

way. The form of the NMA that avoids the base rate fallacy is the form in which the argument was initially 

presented. 
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In a recent paper Dawid, Hartmann and Sprenger have shown within a Bayesian framework that the 

observation that there is no alternative theory to one’s theory, at a given time and despite considerable 

effort, confirms the theory. This so-called No Alternatives Argument (NAA) is crucial in cases where empirical 

evidence is missing, as in String Theory. Unlike common theory confirmation the confirming evidence in this 

case is called non-empirical, since it is not a deductive or inductive consequence of the theory that there are 

no alternatives. The main focus of this paper is how one can obtain such non-empirical evidence in an 

objective, unbiased way. The conclusion is that in cases where the NAA is most needed (i.e. in theories where 

empirical evidence is missing), it is usually not yet applicable, while in cases where one does have enough 

non-empirical support, empirical evidence can be given too (as in the case of the Higgs mechanism), and so 

the NAA is not needed. The paper is divided into three parts, which I will discuss now. 

 

1. What is the precise definition of non-empirical evidence in the NAA? 

In the first part we critically analyse the definition of non-empirical evidence in the NAA and argue that its 

formulation in Dawid et al. (2015) is inadequate for the purposes of theories of quantum gravity, i.e. for those 

cases where it is most needed. We offer an extension and a problem-relative reformulation of the definition 

of non-empirical evidence, which allows for an application of the NAA to the relevant theories. Any NAA is 

then always relative to the specific set of problems P the theory is meant to solve. There remain two open 

questions: First, how do we individuate theories? And second, what is the specific problem set? 

 

2. How to individuate theories? 

The first problem arises from the need to individuate theories. It is obviously crucial for the No Alternatives 

Argument that it be possible to claim that there are no alternatives to one’s theory. This, however, implies 

the possibility to individuate theories, since only if I can count theories, can I claim that the number of 

theories solving a problem is one. After arguing why the answer offered by Dawid et al. (2015) is not 

satisfactory I propose an alternative criterion of theory individuation, which for the purposes of the NAA 

offers a pragmatic solution to the problem. This criterion offers a problem-relative individuation, since 
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different problem sets can lead to different individuations. I will consider several examples to illustrate the 

applicability of this criterion. 

 

3. What is the right problem set? 

The second problem is due to the problem-relative statement of the non-empirical evidence in NAA. If one 

says one has no alternative, one always needs to specify with respect to what problem set there is no 

alternative. E.g. in the case of String Theory the statement is that it “is the only viable option for constructing 

a unified theory of elementary particle interactions and gravity”. But who determines what the relevant 

problem in need of a solution is? The determination of this set of problems is a priori highly non-trivial, 

especially in the cases where the NAA is most crucially needed, where the determination of the problem set 

can be dependent on the research program within which the scientist works. While we offer a pragmatic 

solution to the theory individuation problem, the problem-determination problem remains and leaves us 

with two possible interpretations of the NAA result in this light: 

The first possible interpretation follows from the fact that if there is no way to justify the problem set 

independently, any scientist may regard her own favorite set of problems. This seems especially adequate in 

the context of theories of quantum gravity, where each research community has their own set of problems 

and favorite methods by which they aim at solving them. This has the following more general and rather 

undesirable consequence: within each research project one can find a unique problem set such that 

(according to the criterion of theory individuation) there will be no alternatives to that theory. What is the 

meaning of the confirmatory result of Dawid et al. in this light? The argument does not trivialise completely, 

since scientists work on the specific theories they are working on because they consider the theory they use 

as most appropriate considering the set of problems they wish to address. If there were many alternatives 

able to address the same problem set, their trust in their specific approach may decrease. The confirmatory 

result that follows from the NAA should then be understood as a justification for the scientists to work on 

the theory they use given their specific problem set. The confirmatory result should then not be understood 

as a result confirming the theory per se but as a result which accounts for the scientific practice. 

The more interesting conclusion would be that there is a preferred problem set. In this case the NAA by 

itself may provide theory confirmation. Consider, however, the unification of all fundamental forces. 

Whether or not this should be considered as a problem in need of an explanation is non-trivial. So these 

claims go beyond the empirically justified problems. So if they are not empirically justified, one can only 

evaluate them by considering the appropriateness of the assumptions within the bigger research program. 

For instance, if unification has been the right guide in the development of theories in the past then they may 

be in the future as well.However, I argue that this kind of meta-inductive support is not available for theories 

of quantum gravity. This may lead to the unfortunate consequence that the NAA in cases it is most needed, 
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it usually will not yet be applicable, while in cases where one does have enough non-empirical support, 

empirical evidence can be given too, and so the NAA is not needed. 
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Suppose we choose a point randomly with respect to the distribution given by the uniform measure on the 

surface of the unit sphere in three dimension. What is the conditional probability that a randomly chosen 

point is on an arc of a great circle on the sphere on condition that the point lies on that great circle? Since a 

great circle has measure zero in the surface measure on the sphere, the Bayes formula cannot be used to 

calculate the conditional probability in question. On the other hand one has the intuition that the conditional 

probability of the randomly chosen point lying on an arc is well defined and is proportional to the length of 

the arc. This tension between the “ratio analysis" (Bayes formula) of conditional probability and our intuition 

is known as the Borel-Kolmogorov Paradox. The tension seems to be aggravated by the fact that different 

attempts to replace the Bayes formula by other, apparently reasonable, methods to calculate the conditional 

probability in question lead to different values. 

The Borel-Kolmogorov Paradox, published first in 1909 [2], has been discussed both in mathematical 

works on probability theory proper [6][p. 50-51], [1][p. 441], [12], [13], [18], [14][p. 65], and in the literature 

on philosophy of probability [2][p. 100-104], [3], [17], [5][p. 470], [16], [8]. One can discern two main 

attitudes towards the Paradox: a radical and a conservative. 

According to radical views, the Borel-Kolmogorov Paradox poses a serious threat for the standard measure 

theoretic formalism of probability theory, in which conditional probability is a defined concept, and this is 

regarded as justification for attempts at axiomatizations of probability theory in which the conditional 

probability is taken as the primitive rather than a defined notion [4], [19], [3]. Such axiomatizations have 

been given by Popper [9], [10], [11], and Renyi [15] (see [7] for a recent analysis of Renyi’s and Popper’s 

approach). 

According to “conservative" papers the Borel-Kolmogorov Paradox just makes explicit a pitfall in naive 

conditioning that can be avoided within the measure theoretic framework by formulating the problem of 

conditioning properly and carefully. Once this is done, the paradox is resolved. Kolmogorov himself took this 

latter position [6] [p. 50-51]. Billingsley [1] [p. 441], Rao [13] [p. 441] and Proschan and Presnell [12] [p. 249] 

write about the Borel-Kolmogorov Paradox in the same spirit (Proschan and Presnell call the Borl-Kolmogorov 

Paradox the “equivalent event fallacy"). 
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The present paper falls into the conservative group: We claim that the Borel-Kolmogorov Paradox is in 

perfect harmony with measure theoretic probability theory. Specifically: conditional probabilities with 

respect to probability zero events can be defined and treated in a consistent manner if one uses the theory 

of conditional expectations as the conditioning device. One can obtain the intuitively correct uniform 

distribution on any great circle by choosing a suitable conditional expectation: the conditional expectation 

determined by the Boolean algebra O generated by the circles parallel to a given great circle. Calculating the 

conditional probabilities on a great circle C using the conditional expectation determined by the Boolean 

algebra M generated by all the meridian circles that intersect C at the same two points (North and South 

Poles), one obtains a conditional probability on C that is non-uniform however. It will be shown that the the 

difference between the M-conditional and O-conditional probabilities on great circles does not indicate a 

paradoxical dependence of conditional probabilities of the same event with respect to the same conditioning 

conditions in different co-ordinatization but a sensitive dependence of conditional probabilities of the same 

event on different conditioning Boolean subalgebras with respect to which conditional probabilities are 

defined in terms of conditional expectations. This latter dependence is however not only not paradoxical but 

entirely natural and expected once the concept of conditional probability is defined properly in terms of 

conditional expectations. 

It also will be argued that both the M-conditional and O-conditional probabilities are intuitively correct, if 

one has the proper concept of conditional probability defined by conditional expecta- tions, and it does not 

make sense to ask whether the M-conditional or the O-conditional expec- tations/probabilities are the 

correct ones: The algebras M and O represent different conditioning circumstances and the conditional 

probabilities they lead to are answers to different questions – not different answers to the same question. In 

certain applications M, in certain other applications O represent some circumstances that are described 

correctly by the corresponding conditional prob- abilities. This is an advantage, showing the flexibility of 

probability theory in modeling random phenomena. There is no “absolute" notion of conditional probability 

– conditional probabilities are truly conditional: they depend on a full set of conditions, i.e. on a Boolean 

subalgebra. 

Thus, under close and careful scrutiny, the “paradox" in the Borel-Kolmogorov Paradox evaporates: There is 

no clash between the correct intuition about what the conditional probabilities with respect to probability 

zero events are and the technically proper concept of conditionalization via conditional expectation. 

References 
[1] P. Billingsley. Probability and Measure. John Wiley & Sons, New York, Chichester, Brisbane, Toronto,  

Singapore, Third edition, 1995. 
[2] E. Borel. Éleménts de la Théorie des Probabilités. Librairie Scientifique A. Herman & Fils, Paris, 1909.  

English translation: by J. Freund, “Elements of the Theory of Probability", Englewood Cliffs, 1956, Prentice- 
Hall. 

[3] A. Hájek. What conditional probability could not be. Synthese, 137:273–333, 2003. 
[4] W. Harper. Rational belief change, Popper functions, and counterfactuals. Synthese, 30:221–262, 1975. 



Abstracts  Symposia & Contributed Papers VIII 
 Saturday 09:30 – 11:30 

 

348  

[5] E.T. Jaynes. Probability Theory. The Logic of Science. Cambridge University Press, Cambridge, 2003. edited 
by G. Larry Bretthorst. 
[6] A.N. Kolmogorov. Grundbegriffe der Wahrscheinlichkeitsrechnung. Springer, Berlin, 1933. En- glish 
translation: Foundations of the Theory of Probability, (Chelsea, New York, 1956). 
[7] D. Makinson. Conditional probability in the light of qualitative belief change. Journal of Philosophical  
Logic,  40:121–153,  2011. 
[8] W. Myrvold. You can’t always get what you want: Some considerations regarding conditional probabilities.   

Erkenntnis, 2014.  Forthcoming, online August 5, 2014, doi:10.1007/s10670-014-9656-3. 
[9] K. Popper. A set of independent axioms for probability. Mind, 47:275–277, 1938. 
[10] K. Popper. Two autonomous axiom systems for the calculus of probabilities. The British Journal for the   

Philosophy  of  Science, 6:51–57, 1955. 
[11] K. Popper. The Logic of Scientific Discovery. Routledge, London and New York, 1995. First published in  

English in 1959 by Hutchinson Education. 
[12] M.A. Proschan and B. Presnell. Expect the unexpected from conditional expectation. The American   

Statistician,  52(3):248–252,  1998. 
[13] M.M. Rao. Paradoxes in conditional probability. Journal of Multivariate Analysis, 27:434–446, 1988. 
[14] M.M. Rao. Conditional Measures and Applications. Chapman & Hall/CRC,  Boca  Raton, London, New  

York, Singapore, 2nd, revised and expanded edition, 2005. 
[15] A. Rényi. On a new axiomatic theory of probability. Acta Mathematica Academiae Scientiae Hungaricae,  

6:268–335, 1955. 
[16] M. Rescorla. Some epistemological ramifications of the Borel-Kolmogorov Paradox. Synthese, 2014.  

Forthcoming. Published online November 20, 2014. DOI 10.1007/s11229-014-0586-z. 
[17] T. Seidenfeld. Remarks on the theory of conditional probability: Some issues of finite versus countable  

additivity. In V. F. Hendricks, editor, Probability theory, pages 167–178. Kluwer Academic Publishers, 2001. 
[18] T. Seidenfeld, M.J. Schervish, and J.B. Kadane.  Improper regular conditional distributions. 

The Annals of Probability, 29:1612–1624, 2001. 
[19] B.C. van Fraassen. Representation of conditional probabilities. Journal of Philosophical Logic, 5:417–430,  

1976. 
  



Abstracts  Symposia & Contributed Papers VIII 
 Saturday 09:30 – 11:30 

 

349  

 
Symmetries and the Identity of Physical States 

 

SIMON FRIEDERICH 

University of Groningen 

email@simonfriederich.eu 

 
The importance of symmetries in physics has been a recurring topic in the philosophy of science in recent 

years. According to a (preliminary and imprecise) characterization, symmetries are (or induce) mappings of 

a theory’s state space onto itself which connect states that are in some sense “physically equivalent”. 

Philosophical debates about symmetries often start from recognizing that “physical equivalence” can have 

(at least) two different meanings in this context. Distinguishing between these two meanings by deciding 

which one applies in which case is perhaps the main challenge for the philosophical analysis of symmetries. 

According to the first meaning of “physical equivalence”, symmetries are descriptive redundancies in that 

any two states related by a symmetry transformation represent one and the same physical state of affairs in 

mathematically distinct ways. According to the second, symmetries operate between physically distinct 

states of affairs, but in such a way that there is no empirically detectable difference between states 

connected by symmetries for observers who can only make observations inside the region where the 

symmetry transformations operate. How to classify symmetries in actual physical theories in terms of this 

distinction is a nontrivial task with respect to which there are controversial views. The debate is often 

formulated in terms of the question of which symmetries have “direct empirical significance” and which do 

not. Roughly speaking, those symmetries which connect physically identical states of affairs are (or 

correspond to) those which do not have any direct empirical significance, whereas those which operate 

between physically distinct states of affairs are (or correspond to) those which have some. 

Clearly distinguishing between symmetries that have direct empirical significance and those that do not 

is the same as specifying which mathematical states correspond to the same physical state. Therefore, the 

debate about symmetries and their direct empirical significance concerns the identity of physical states and 

is thus intimately related to the very concept of physical state. 

The present contribution builds on a recently proposed framework by Hilary Greaves and David Wallace 

(Greaves and Wallace 2014) and derives a result according to which, contrary to the claims made by Greaves 

and Wallace, only so-called global but not local symmetries can have direct empirical significance. Given a 

small number of intuitively plausible and/or uncontroversial assumptions it is shown that mathematical 

states that are related by local symmetries correspond to the same physical state. 

The framework suggested by Greaves and Wallace is based on a distinction between subsystem and 

environment (mathematical) states, where state spaces S and E are postulated for the subsystem and the 
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environment, respectively. Elements u ∈ U of the universe state space U are assumed to be uniquely 

decomposable in terms of subsystem states s ∈ S and environment states e ∈ E. The operation of combining 

a subsystem with an environment state is denoted by “∗” (that is, u = s ∗ e is the universe state that arises 

from combining s and e). 

The question of which symmetries σ have direct empirical significance is asked with respect to symmetries 

operating on subsystem states s. The essential idea of the present analysis is that whether σ has direct 

empirical significance depends on whether s∗e and σ(s)∗e correspond to the same physical state for all 

combinations of s ∈ S and e ∈ E. If they do, the symmetry σ has the character of descriptive redundancy and 

does not have any direct empirical significance. If there are s ∈ S and e ∈ E for which s∗e and σ(s)∗e 

correspond to distinct physical states, the symmetry σ does have direct empirical significance. 

The central result of this paper rests on the following four assumptions: 

Assumption (DES) : 

A subsystem symmetry σ has direct empirical significance iff s and σ(s) correspond to different physical states 

for some s ∈ S. 

Assumption (SUL) For all s, s' ∈ S: 

s and s' correspond to the same physical state iff s ∗ e and s' ∗ e correspond to the same physical state for all 

e ∈ E for which s ∗ e and s' ∗ e are defined. 

Assumption (MAH) 

For all s1 , s1' ∈ S1 and s2, s2' ∈ S2 : 

if, for all e ∈ E for which s1 ∗ s2 ∗ e and s1' ∗ s2' ∗ e are defined, s1 ∗ s2 ∗ e corresponds to the same physical 

state as s1' ∗ s2' ∗ e, then s1 corresponds to the same physical state as s1' and s2 corresponds to the same 

physical state as s2'. 

Assumption (Ext) 

Any local symmetry σ defined on the subsystem state space S can be extended to a symmetry without 

direct empirical significance defined on the state space V of a larger subsystem V ⊃ S. 

Assumption (DES) captures the intuitive idea of what it means for a symmetry to have direct empirical 

significance. Assumptions (SUL) and (MAH) are intended to make aspects of our pre- theoretic notion of 

physical state precise (and are motivated along these lines). Assumption (Ext) is meant to express an element 

of non-controversial common wisdom among practicing physicists vis- à-vis local (e.g. gauge) symmetries. 

Using (DES), (SUL), (MAH), and (Ext) it is easy to derive the result that, contrary to the claims made by 

Greaves and Wallace, local symmetries do not have any direct empirical significance. In other words, if the 

assumptions hold, mathematical states that are connected by some local symmetry transformation invariably 

correspond to the same physical state. 
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The presentation closes by considering a possible criticism of the assumption (MAH) that is formulated in 

a forthcoming paper in Philosophy of Science and rejects it as based on a misconstrual of (MAH) as an 

empirical assumption. 
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The main research programs in quantum gravity tend to show that standard relativistic spacetime is not 

fundamental. The precise and different ways in which it is not fundamental depend on the particular 

quantum theory of gravity, but they all seem to suggest a radical picture according to which spacetime itself 

is not part of the fundamental physical ontology. This perspective raises gnawing worries about the very 

characterization of this non-spatio-temporal physical ontology, about the emergence of the usual spatio-

temporal quantities that constitute our everyday macroscopic experience, and about the very possibility of 

empirical evidence, including the experimental confirmation of these theories themselves. This latter point 

is especially problematic: if space and time are necessary preconditions of theory confirmation in empirical 

science, then a theory denying the fundamental existence of spacetime undermines the very possibility of its 

own empirical justification. Consequently, such a theory would seem empirically incoherent. This threat of 

empirical incoherence has also been voiced in the context of the interpretation of quantum mechanics, in 

particular as an argument in favor of Bell’s notion of ‘local beables’, which are the fundamental elements of 

the physical ontology that are localized in a bounded region of spacetime. According to this argument, no 

contact between theory and empirical evidence is possible without local beables. The worry, then, is that no 

contact with empirical evidence is possible without fundamental spacetime quantities. 

In most of the physics literature on quantum gravity, this challenge of empirical incoherence amounts to 

the usual constraint of consistency with the superseded theories: in particular, any theory of quantum gravity 

should recover in some appropriate regime the smooth relativistic spacetime picture of the theory of general 

relativity. This consistency constraint is a central concern in all quantum gravity programs and may typically 

involve approximation and limiting procedures. In this context, the issue is a technical one. However, from a 

conceptual point of view, the worry is that the consistency constraint is a necessary but not sufficient 

condition for the challenge of empirical incoherence to be met. To many, it remains unclear in what precise 

sense spacetime quantities, including local beables, can emerge from a fundamental non-spatio-temporal 

ontology. 

This contribution aims to show how the tools of functionalism can help to avoid the threat of empirical 

incoherence. Our central claim is that spacetime need not be fully recovered in some strong ontological sense 

in order to provide a ground for empirical evidence and everyday experience, but only its functionally 

relevant features. Just as mental states can be functionally defined by their roles executed by the underlying 
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ontology of neural states, spacetime can be functionally understood in terms of its roles in physical theories 

and these functions may be executed not by relativistic spacetime, but rather by an underlying ontology of 

non-spatio-temporal structures described by quantum gravity. 

The first step of this strategy is the functional characterization of the relevant spacetime features, such as 

the metrical and inertial structure. This latter should in particular allow the functional characterization of the 

crucial notion of spatio-temporal localization, which is at the heart of the argument for local beables to avoid 

empirical incoherence. The second step involves showing that the non-spatio-temporal structures under 

consideration can play the right sort of functional role. The details of the functional instantiation of relevant 

spacetime features (in particular spatio-temporal localization) by non-spatio-temporal entities need to be 

worked out in concrete cases. We will focus here on two important research programs in quantum gravity: 

loop quantum gravity and causal set theory. We will show in these two cases how the required approximation 

and limiting procedures can be functionally understood such that the right sort of functional roles are 

instantiated. Beside the fact that the general relativistic limit involves many unsolved technical issues in both 

loop quantum gravity and causal set theory, we argue that the functional perspective developed here averts 

the conceptual issues related to the emergence of spacetime from fundamental non-spatio-temporal 

entities, here causal sets or spin networks (or spin foams in the covariant approach to loop quantum gravity). 

To the extent that these latter can be understood in the appropriate regime as being functionally related as 

standard spacetime quantities such as dimensionality, topology, timelike and spacelike distances, spacetime 

volumes, or the like, they just are (functionally) spacetime quantities in this limit. There is no further question 

about the emergence of these spacetime quantities and therefore no threat of empirical incoherence on this 

basis. 

We will focus in particular on how causal sets and spin networks can functionally reproduce spacetime 

localization, which grounds the notion of local beables and the very contact between theory and empirical 

evidence. In loop quantum gravity, we will discuss the functional (and approximate) implementation of a 

standard spacetime lattice picture familiar to quantum field theory, which allows for localization, and from 

there how smooth relevant features can be functionally reproduced in the appropriate limit, such as the 

connection and the associated parallel transport. In causal set theory, quantities can be recovered from the 

fundamental causal set that approximate the dimension, topology, and distances of the approximating 

spacetime. 

What makes the non-spatio-temporal entities described by quantum gravity concrete physical entities, 

rather than merely abstract mathematical ones? The standard criterion for distinguishing the concrete from 

the abstract relies on spacetime itself: concrete entities are in spacetime, abstract ones are not. Clearly, such 

a spacetime criterion is just not available for characterizing a physical ontology of non-spatio-temporal 

entities. An alternative characterization of concrete entities involves some notion of causal efficacy: concrete 

physical entities as opposed to abstract mathe- matical ones can be considered as causally efficacious in 
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some sense. Whereas it does not seem obvious how to make explicit a precise notion of non-spatio-temporal 

causation, we argue that some weaker functional counterpart of causal efficacy could do the job here. The 

non-spatio-temporal structures are concrete physical structures in virtue of the (approximate) spacetime 

functions they instantiate. If the physically salient emergence of spacetime has been established, the status 

of the non-spatio-temporal entities as concreta is secured. 
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This paper raises the following question: How do philosophers’ theories of explanatory pluralism fare with 

regard to their fit with current social scientific practice? After setting up a taxonomy of three major theories 

of explanatory pluralism to date, the paper intends to make two claims: first, that philosophers focus too 

extensively on instances of non-complementary pluralism; second, that non-complementary theories of 

pluralism fail to qualify as thoroughly pluralistic. 

Pluralism is taken to be different ways in which explanatory kinds can stand in relation to each other. 

These explanatory kinds are assumed to come in the form of micro- and macro-explanations. Now, the 

relations that different explanatory kinds are said to stand in, differ depending on the theory of explanatory 

pluralism. On the one hand, non-complementary theories of pluralism hold that the different explanatory 

kinds (micro- and macro-explanations) stand in a non-complementary relationship in virtue of being separate 

and autonomous. Both micro- and macro-explanations as such are, in principle, taken to be capable of 

providing a complete explanation of one given phenomenon. Non-complementary theories of pluralism 

further split up into non-competitive (Weber & Van Bouwel, 2002) and competitive versions (Kitcher, 1991). 

On the other hand, complementary theories of pluralism claim that different explanatory kinds (e.g. micro 

and macro) cannot be treated as separate and autonomous, but instead have to be integrated (or: 

complemented) in order to provide a complete explanation of a given phenomenon. Micro- and macro-

explanations taken separately, cannot fully explain any given phenomenon (Marchionni, 2008; Mitchell, 

2002, 2009). 

First, I intend to show that Philosophers of Science to date have focussed too extensively on instances of 

non-complementary pluralism (Mitchell, 2002: 56). This is problematic in that their theories of pluralism fail 

to accommodate instances of complementary (‘integrative’) pluralism that are, however, frequent in social 

scientific practice. I will make use of several examples from the social sciences in order to illustrate what 

integration of explanations means in practice. For now, a more general indication should suffice: while the 

micro-components of a mixed explanation (e.g., individual-level mechanisms) are contextualized by the 

macro-structure, the macro-components (e.g., social-structural terms) are complemented by the ‘stories’ 
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that micro-mechanisms tell. The explanatory levels are neither reducible to one another, nor can they be 

separated. The kind of integration one ends up with amounts to something that Kincaid referred to as ‘unity 

without reduction’. As a result, mixed explanations that are complementary in virtue of this very inter-level 

kind of integration keep two explanatory kinds within the explanation of one single phenomenon and thus 

qualify as explanatory pluralist. However, due to their overly narrow theories of pluralism most philosophers 

to date fail to recognize such instances of complementary pluralism coming in the form of mixed 

explanations. Some important questions are neglected because of this large-scale omission: How does the 

integration of explanations work? Can we stick to the traditional level-of-analysis conception, given that 

levels are often significantly entangled with one another? Beyond that, a renewed acknowledgment of mixed 

explanations may well help philosophers of science to finally recognize the empirical nature of the long-led 

methodological individualism-holism debate. For in mixed explanations, individualist and holist components 

are not mutually exclusive but complement each other within one explanatory account and are thus a matter 

of degree. Philosophers, however, have mainly (and unsuccessfully so) attempted to tackle the individualism-

holism-debate by means of conceptual analysis aiming for a winner-takes-it-all solution in favour of either of 

the two (Kincaid, 2014). Instead, they should attempt non-general empirical answers. 

In the second part of my paper I intend to go one step further and argue that both competitive and non-

competitive versions of non-complementary pluralism do not qualify as thoroughly committed to 

explanatory pluralism. 

Both conceptions of pluralism fail to imply genuinely pluralistic explanations. While they allow for various 

different explanatory kinds formulated on different organizational levels, the constituting explanations taken 

as such are not genuinely pluralistic explanations. It seems, however, that the representatives of non- 

complementary theories of pluralism can counter this criticism by simply denying that genuinely pluralistic 

explanations are a necessary condition for a pluralistic social science as a whole. One might well have, so the 

argument, a pluralist social science allowing for various different explanatory kinds explaining different social 

phenomena without necessarily having genuinely pluralistic explanations constituting this overall plurality. 

However, I am not convinced by this response and argue that such an allegedly “pluralist overall social 

science” is not pluralistic, but merely non-reductionist. Simply allowing for a mutual co-existence of different 

explanatory kinds alone does not entail a genuinely pluralistic relation between them. More specifically I 

intend to defend the following two claims: 

1. Non-reductionism is not a sufficient criterion for pluralism. 

2. Non-reductionism is not (even) a necessary criterion for pluralism. 

Thesis 1 holds, so will be argued, because there is more to pluralism than the mere non-reduction of 

explanatory levels. This goes against large parts of the current literature, as “philosophers who advocate 

pluralism (…) often see themselves as staking out a position that stands in direct opposition to reductionism” 

(Steel, 2004: 55). Slightly surprisingly, thesis 2 holds as well, for it is possible to show that a moderate 
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reductionism is compatible with a set of formative components of explanatory pluralism that most theories 

of pluralism could probably agree on (Steel, 2004). 
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In the recent philosophy of social science literature, we notice an increasing support for mechanism-based 

social explanations. Earlier pleas for social mechanisms used to be closely linked to defenses of 

methodological individualism. However, more recent contributions seem to be loosening that link and 

developing a more sophisticated account – ascribing a less important role to micro-foundations (e.g. Ylikoski 

2012, Little 2012). In this paper, I want to review the impact of the mechanism-approach on methodological 

individualism and draw more radical conclusions as regards the individualism/holism debate, severing the 

link between the social mechanisms-approach and individualism. Four steps will be taken: 

(a) We should consider more than two levels of social explanation. 

Several advocates of the mechanism-based approach to social explanations have been defending the 

relative explanatory autonomy of meso-level explanations (e.g. Little, 2012). This adds a welcome extra 

explanatory level in between the individualist micro-level and the macro-level. As such, it supersedes the 

dichotomous thinking in the individualism/holism debate in which there would always be an individual micro-

level – which would always be the same (cf. point (b) below) – that is contrasted with a macro-level. 

(b) ) The levels of explanation are perspectival levels; neither absolute, nor unique. 

However, the advocacy of meso-level explanations still comes with a microfoundations requirement. Let 

us first zoom in on microfoundations (for the requirement, see step (c) below). In the philosophy of social 

science debate, the microfoundations are usually understood as individual-level microfoundations, see, for 

instance, most recent work on analytical sociology. It is presupposed that there is some comprehensive, 

unique, and privileged individual level, the level of individual actors (cf. Ylikoski 2012). However, 

microfoundations do not necessarily have to be understood in that way. They could also just be understood 

as looking for foundations on any lower-level, e.g., on a sub-individual level focussing on cognitive capacities 

and processes that might be important in explaining certain social phenomena. The latter understanding of 

microfoundations would be more in line with actual social scientific practice in which we notice that the 

specification and amount of levels of explanation is perspectival, depending on the phenomena, research 

approaches and explanatory interests involved. Thus, the micro in microfoundations should be understood 

as perspectival too, rather than absolute or unique. 

(c) Seeking for microfoundations ánd seeking for macrofoundations are good heuristics. 
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Next, let us scrutinize the microfoundations requirement. This requirement stipulates “that all social facts, 

social structures, and social causal properties depend ultimately on facts about individuals within socially 

defined circumstances. Social ascriptions require microfoundations at the level of individuals in concrete 

social relationships.” (Little 2012, p.138) Advocates of the social mechanisms approach have often been 

defending that a macro-explanation would never be satisfactory, or, could only be satisfactory if a micro-

level part of the social explanation was provided, e.g. Hedström and Swedberg (1998). Thus, they consider a 

reference to (individual actions on) the individual, micro-level as a condition sine qua non of a satisfactory 

explanation. 

Daniel Little (2012) develops a different position. According to him, the microfoundations requirement 

should not be understood as a condition for satisfactory explanations, but rather as a form of confirmation 

or justification of a macro-explanation. Here as well Little takes into account the actual explanatory practice 

of social scientists and he avoids the ontological fallacies (i.e., mixing up ontological and explanatory issues) 

made by earlier advocates of microfoundations. However, Little’s requirement remains vague. It should be 

understood as constraining explanatory practice, but how would that exactly work? How is the 

microfoundations requirement operationalised (and how would it interfere with our explanatory practice)? 

Petri Ylikoski (2012) ascribes a special role to microfoundations as explanantia of constitutive 

explanations. I will give counterexamples that question this alleged special role. 

In short, the more recent accounts of the microfoundations requirement are more sophisticated than 

earlier accounts, but they still remain problematic as I will show. A fruitful role one could see for a 

microfoundations pursuit is as an engagement to compare one’s own explanatory practice and research 

approach with other practices and approaches. This might result in more interaction between different 

approaches through which approaches articulate themselves and their relations to others more explicitly and 

through which the strengths and weaknesses of the respective approaches are clarified. In this respect, we 

could not only encourage seeking for microfoundations as a heuristic, but, on the same basis, propose 

searching for macrofoundations as a fruitful heuristic. (Some use the term macrofoundations, but given that 

we think of it as something higher up, one could also use macro-roof or macro-covering.) 

(d) there are no general preference rules with respect to the level of social explanations. 

This brings me to the fourth step in which we have to draw more radical conclusions than Little and Ylikoski 

as concerns the impact of the social mechanisms-approach on methodological individualism and sever the 

link between the social mechanisms-approach and individualism. The social mechanisms approach has a lot 

to offer to help clarifying the explanatory reasoning going on in social science, but it cannot be used to make 

a case for methodological individualism. The special role ascribed to microfoundations by defenders of 

mechanism-based social explanations cannot be upheld. We have to conclude that there are neither general 

preference rules with respect to the level of social explanations, nor good reasons for a general 

microfoundations requirement. 
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I will defend that the debate on social mechanisms, microfoundations, explanatory autonomy, etc. should 

not be so much about developing the ultimate individualistic approach or holistic approach, but rather about 

understanding explanatory reasoning in social science and optimize the way in which different explanatory 

approaches interact, co- exist, can be integrated and/or develop some division of labour among each other, 

while making the best out of the strengths and limitations of the respective explanatory strategies of holists 

and individualists. Philosophers of social science might contribute in analyzing, visualizing and optimizing the 

interaction among these different approaches (as an example I will discuss Longino 2013 and some of my 

earlier work). 
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Econophysics is a cross-disciplinary research field that applies models and modelling techniques from 

statistical physics to economic systems. Methodologically, econophysics is supposed to differ from 

conventional economic practice in that it uses the ̀ paradigms and tools’ of statistical physics. Econophysicists 

hold that mainstream economics suffers from a number of defects that they would like to correct. Most 

importantly both the core principles and models of mainstream economic theory are argued to lack the 

evidential support of real economic data. Econophysicists suppose that models and modelling techniques 

drawn from an experimentally focused and mathematically sophisticated science such as statistical physics 

will give new, and more reliable insights. Not surprisingly, not all mainstream economists agree with such a 

dismal view of their science. Authors offer a sharp critique of econophysics on the grounds of some 

practitioners: i) redoing work which has been done within economics; ii) ignoring rigorous and robust 

statistical methodology; iii) assuming universal empirical regularities where there are none; and iv) using 

modelling techniques that are in certain senses inherently problematic or illegitimate, above all that 

econophysical models suffer from completely unjustifiable strong idealisations. Considering this final line of 

criticism in the context of econophysics models of income inequality is the main focus of this paper. 

The hallmark of econophysics models is their success in capturing certain `stylised facts’ found within 

economic systems. Simple physics-inspired models can reproduce important distributional features of 

economic systems, such as the scale freedom of price fluctuations in financial markets, or the `power-law 

tail’ of the distribution of monetary income or wealth in populations. Perplexingly, recovery of the income 

(or wealth) ̀ stylised fact’ can be achieved within extremely simple, and heavy idealised, econophysics models 

of monetary exchange. Drawing on analogies with statistical mechanics, these `kinetic exchange’ models of 

income or wealth distributions model economic agents as zero-intelligence particles who bump into each 

other and exchange money between them at random – in many respects just like the molecules in a gas. 

Despite painting an idealised picture of economic interactions that is quite far removed from reality, these 

simple statistical physics- inspired models are remarkably successful at capturing the broad features of the 

distribution of income within populations. The critique of kinetic exchange models found in the literature is 

primarily a methodological attack regarding the idealisations involved in the models: it is not the accuracy of 

these models in recovering real data that is in question. Rather, kinetic exchange type models for inequality 
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are argued to be inherently problematic or illegitimate on the grounds that their treatment of (for example) 

production, income and transactions is in conflict with `economic reality'. In our paper we will assess the 

warrant of the criticisms drawing both upon the philosophical literature on modelling and idealisation, and 

upon the notion of a ‘maximum entropy explanation’. 

One important aspect of our paper, is a comparison between the various idealisations made in the 

econophysics model, and in the statistical physics model that inspired it. We will highlight how the 

idealisations can be justified in the two contexts of statistical mechanics and econophysics, and in so doing, 

rebut some of the criticisms aimed at this model in the literature. This serves as a platform to discuss some 

general lessons about the importance of background knowledge in justifying idealisations. More specifically, 

our analysis will involve a comparison between the respective idealisations relating to i) binary interactions; 

ii) conservation principles; and iii) the exchange dynamics. In each case the similarity in idealisation between 

the income and gas model will be contrasted with the difference in mode of justification. For instance, 

whereas in the gas case binary interactions are a legitimate approximation to certain density regime, for 

inequality, we argue that the binary interaction idealisation is only justified in terms of the model’s retention 

of an explanatorily relevant factor (entropy maximisation) – for this reason we argue that the idealisation in 

question is a minimalist idealisation. 

Although the idealisations involved in kinetic exchange models of inequality must be justified in different 

terms to those involved in kinetic exchange gas models, there can therefore still exist legitimate methods for 

their justification. To this end, we will consider in detail the foundations of explanations via maximisation of 

entropy, drawing upon recent work in the foundations of statistics and in philosophy. We will point to a 

number of conceptual problems relating to the employment of the notion of `entropy’ within economics, 

and critically examine the putative justification of the idealisations found in kinetic exchange income models 

via entropy maximisation. Our paper will thus have both specific implications for the debate regarding kinetic 

exchange models of inequality, and wider implications for analysis of models and idealisation in econophysics 

and beyond (including but not limited to a critical discussion of understanding econophysical explanations as 

structural mechanistic explanation). Our hope is to offer guidance with regard to both the practice of 

modelling inequality, and the inequality of modelling practice.  
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1. Introduction 

In comparison with other formal frameworks, cooperative game theory has been a largely neglected tool in 

philosophy, economics, and the social sciences alike. Investigations into cooperation, the evolution of norms 

and other interactive or interdependent problems and social phenomena often proceed without taking a 

cooperative game theory perspective. In this paper, we focus on one such case of neglect, namely theorising 

about fairness. We criticise recent work on fairness, such as Broome (1990) and Curtis (2014), and show how 

cooperative game theory both exposes and rectifies their shortcomings. 

 

2. Fairness and Bankruptcy 

Bankruptcy. A firm goes bankrupt and its liquidation value of 900 (‘the estate’) has to be divided amongst 

Ari, Betty, and Claire. Ari and Betty have a claim of 400 each and Claire has a claim of 200. Together, their 

claims add up to 1,000, so the three claims cannot be satisfied in full. How should we, in order to be fair, 

divide the estate? 

Bankruptcy is a fair division problem: when in charge of allocating a limited amount of an available good, 

how do you ensure that you treat everyone fairly? Moreover, Bankruptcy is a fair division problem with a 

very specific structure, which is that of a claims problem. 

Definition A claims problem C ∶= (E, N, c) consists of an estate E > 0, a set of agents N = {1, . . ., n} and a claims 

vector c ∈ RN specifying a claim ci for each agent i such that ∑ 𝑐𝑐𝐵𝐵𝑖𝑖∈𝑁𝑁  > E. 

Recently, Curtis (2014) has provided a new theory of fairness that spells out what he maintains Broome’s 

(1990) well-known theory of fairness has left out: an actual method that describes ‘how to be fair’. Curtis 

(2014:47) remarks that to the best of his knowledge ‘neither Broome nor anyone else had laid down a theory 

of precisely what one must do in order to be fair’. However, Curtis’ theory of fairness is only applicable to 

claims problems and fair division in such problems has been studied both axiomatically (see Herrero and 

Villar 2001 and Thomson 2003 for overviews) and from the perspective of cooperative game theory (see e.g. 

O’Neill 1982 or Curiel et al. 1988). The main point of this paper is to invoke this axiomatic and game-theoretic 

work on fair division in order to lay bare and rectify certain shortcomings in Broomean theories of fairness in 

general and in Curtis’ theory in particular. In some more detail, we will argue as follows. 
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3. Fairness does not imply proportionality 

Curtis argues that in a claims problem, the estate should be divided by division rule P, i.e. proportional to the 

claims. In fact, Curtis claims that P can be derived from a general principle of fairness (FC) that he adopts. In 

the axiomatic approach to claims problems, various division rules (including P) are characterized by means 

of sets of logically independent properties which, intuitively, can be interpreted as capturing some aspect of 

what it means to be fair. We invoke this literature to argue that FC does not imply P and, more importantly, 

that it is problematic to claim that P follows from more elementary properties that jointly characterize 

fairness. 

 

4. Not all fair division problems are claims problems 

Curtis’ theory is restricted to claims problems, which echoes the Broomean thought that fairness is only 

concerned with claims. But now consider the following problem. 

Gloves. A(nn) owns 1 left glove and 2 right gloves, B(ernie) own 3 left gloves and 1 right glove and C(harlie) 

owns 0 left gloves and 1 right glove. At the market, pairs of gloves can be sold for 1 Euro and each pair that 

is offered for sale is actually sold. All three agents cooperate and jointly earn 4 Euros. How to divide this 

amount fairly amongst A, B and C? 

Gloves is a fair division problem but not a claims problem, or so we argue. 

 

5. Fairness beyond claims problems: cooperative game theory 

We want to divide fairly in Gloves but can seek no guidance from a Broomean theory of fairness. Cooperative 

game theory helps. Let us first list the earnings v for all different combinations of cooperating agents: 

v(0) = 0 v({A}) = 1 v({B}) = 1 v({C}) = 0 

v({A, B}) = 3 v({A, C}) = 1 v({B, C}) = 2 v({A, B, C}) = 4 

The abstract description of Gloves as given by above is the cooperative game induced by Gloves. More 

generally, a cooperative game consists of a characteris- tic function v which specifies the value that each 

group of cooperating agents (or coalition) can guarantee itself. In the literature, various solution values1 have 

been proposed, all of which describe how the value of the grand coalition in a cooperative game should be 

divided (fairly) amongst its members. Hence, co- operative game theory can guide us when we want to divide 

fairly in situations that are outside the scope of Broomean accounts of fairness. 

 

6. Claims problems in cooperative game theory 

Interestingly, cooperative game theory has also been used to analyse claims problems. An essential part of 

such analysis is the cooperative game vC that is induced by a claims problem C and that is defined as follows2: 

                                                           
1 E.g. the Shapley value (cf. Shapley 1953) the τ -value (cf.  Tijs 1981) and the nucleolus (cf. Schmeidler 1969). 
2 Remember that, in a cooperative game, v(S) represents the amount that coalition S can guarantee itself. 
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vC(S) = max{0, E – ∑ 𝑐𝑐𝐵𝐵𝑖𝑖 ∉ 𝜕𝜕  for each S ⊆ N 

Given a claims problem C, we may thus divide the estate E directly by applying a division rule (such as P) to C 

or we may divide E = vC(N ) indirectly, by applying a solution value to the claims game vC. A division rule r 

coincides with a solution value ϕ when applying r to C coincides with applying ϕ to vC. Several division rules 

coincide with a solution value and are “doubly justified” in this sense3. However, P is not one of them. Even 

though the lack of double justification may not discredit P as a fair division rule, we think that this lack has to 

be addressed by anyone who advocates P as the fair division rule. 
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General Description 

Scientists are often faced with multi-criterial choice situations. When evaluating theories, models 

or hypotheses they have to weigh up how well each competitor fares with respect to multiple 

scientific virtues. A trade off ensues. Perhaps they will choose a simpler theory (or model or 

hypothesis) despite the fact it doesn’t fit the data as well as one of its competitors. Or perhaps 
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they will choose the theory with the broadest scope at the expense of the simplest one. And so on. 

Kuhn (1977) argued that there is no unique algorithm to do this. Even scientists who agree with 

one another about which virtues are important might still disagree about how well each member 

of their choice set fares ‘all-things-considered’. And as such, theory choice isn’t a fully rational 

enterprise. How to understand this, and the implications it has, are central questions within the 

philosophy of science. If theory choice fails to be rational, what sort of stance should we adopt to 

what our theories tell us about the world? 

Okasha (2011) sparked a resurgent interest in the question of theory choice by placing the 

problem in the context of social choice theory. Scientific virtues are identified with voters who 

provide ordinal rankings of the theories under consideration: e.g. T1 is simpler that T2 is simpler 

than T3, whereas T1 is more accurate than T3 which in turn is more accurate than T2, and so on. 

The five Arrovian conditions are then taken to be desirable in the context of theory choice: a theory 

choice function should be defined over a universal domain; it should respect irrelevance of 

independent alternatives, and unanimity; no virtue should be dictatorial; and it should always 

deliver a transitive overall ordering. Arrow’s Impossibility Theorem tells us that no such function 

exists. Okasha argues, pace Kuhn, that it is not that there is no unique theory choice function, but 

there is no function whatsoever. 

In this symposium we investigate the prospects of rational theory choice in light of Okasha’s 

argument, and explore in detail some implications of treating theory choice as a social choice 

problem. Okasha’s and Morreau’s contributions offer a debate about the applicability of universal 

domain in the context of theory choice.The condition is motivated in social choice by noticing that 

voters could hold different preference rankings, and a social choice function should be able to 

account for this. It would be undemocratic to rule out an individual’s preference ranking a priori. 

But in the context of theory choice, at least some virtues appear ‘rigid’: if simplicity ranks 

Copernican astronomy above Ptolemaic astronomy, it could not have done otherwise. And as such 

certain profiles are ruled out from the domain of the theory choice function. 

However, it is well known that impossibility results also hold even in more restricted domains. So 

the question is whether or not the rigidity of certain virtues suffices to avoid Okasha’s threat. In 

light of this, Morreau considers strong neutrality as a further condition that we might want a theory 

choice function to respect. Roughly speaking, strong neutrality requires that different pairs of 

alternatives be treated in the same way. But if a theory choice function should respect this 

condition then another impossibility result looms, even in restricted domains. 

Marcoci and Nguyen investigate the notions of rationality that Okasha’s argument threatens. 

The non-existence of a theory choice function that satisfies the Arrovian conditions precludes 

certain ways of construing theory choice as a rational enterprise, but it does not preclude them all. 
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For example, we can restrict our focus to a specific individual profile, and ask whether or not a 

theory choice function is rational with respect to that profile. They explore two ways of developing 

this observation. Firstly by introducing a quantitative notion of rationality, where a theory choice 

function is rational to the extent that is it likely to deliver a transitive ranking over a given domain. 

Secondly, they introduce an, as yet unexplored, alternative notion of rationality, which they call 

neighbourhood rationality. The idea is that although theory choice functions might deliver 

intransitive results when applied to specific profiles in the universal domain, as long as there is an 

alternative profile ‘nearby’ which the function maps to a transitive ranking, scientific rationality is 

saved. They appeal to Kuhn’s claims regarding the ambiguity of scientific virtues as motivating the 

shift from an intransitive to a nearby transitive profile. Such a map of what ‘rationality’ means in 

the context of theory choice clears up precisely what Okasha’s prima facie threat threatens. 

Gaertner and Wu¨thrich argue that Arrow’s result can be avoided in the context of theory 

choice by introducing a scoring rule defined over a set of qualitative intervals for every epistemic 

value. Each virtue will rank each competing theory on a scale from ‘insufficient’ to ‘very good’, let’s 

say. The introduction of the scoring rule provides a common language for each of the virtues to 

score competing theories, and as such it provides a common cardinal scale within which theory 

choice is to take place. They demonstrate that with this scoring rule in place, all five of Arrow’s 

conditions are met (in a specific sense to be discussed), but the impossibility result no longer goes 

through. 

The symposium will thus both further existing debates in the literature, and add new 

perspectives. Okasha’s (2011) suggestion of construing theory choice as a social choice problem 

opened the door for a wealth of interactions between philosophers of science and choice theorists. 

The former have been interested in what makes theory choice rational, but have only recently 

begun to draw on the precise models of rationality developed by the latter. All of the contributions 

in this symposium import significant results from social choice theory into the context of theory 

choice, and all of them explore questions beyond Arrow’s impossibility result. Furthermore, the 

discussions suggest a ‘two-way’ interaction between theory choice and social choice. Just as 

philosophers of science can use the tools from social choice theory to think about theory choice, 

the contributions to this symposium are of clear interest to choice theorists as well. For instance, 

Okasha and Morreau’s debate over restricted domains concerns the limits of impossibility results; 

Morreau’s contribution shows what the introduction of strong neutrality entails; Marcoci and 

Nguyen consider ways of saving rationality when faced with intransitivity; and Gaertner and 

Wu¨thrich’s introduction of a common language for qualitative verdicts leads to an interesting 

possibility result. The symposium will thus be appealing to both camps: theory choice meets social 

choice meets theory choice again. 
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Abstracts 

1. Samir Okasha: Arrow’s theorem and the rationality of scientific theory choice 

The problem of theory choice, in which scientists must choose between competing theories, is 

structurally quite similar to the problem of social choice, in which ‘society’ must choose between 

competing social alternatives. This structural parallel suggests that it could be fruitful to use formal 

results from social choice theory, such as Arrow’s impossibility theorem, to shed light on theory 

choice in science. In a Mind 2011 paper, I examined the social choice / theory choice relationship 

in detail, arguing that Arrow’s theorem poses a prima facie threat to the rationality of theory choice 

in science, but one that in certain contexts can be met. In a forthcoming reply to my paper, Michael 

Morreau (forthcoming) criticizes my argument on the grounds that Arrow’s universal domain 

condition does not apply to standard cases of theory choice, so there is no prima facie threat. Here 

I reflect further on this debate between Morreau and I, and tentatively explore the idea of using 

single-profile, rather than multi-profile, social choice theory to shed light on scientific theory 

choice. 

 

2. Michael Morreau: Can there be neutral choice procedures in science? 

Multi-criterial choice problems can be analyzed within Kenneth Arrow’s (1951, 1963) framework 

for studying democratic social choice. The trick is to let criteria play the role of people. Multi- 

criterial choice differs substantively from social choice, though, and the requirements are different. 

For one thing, criteria unlike people do not have to be treated as equals. Therefore, multi-criterial 

choice need not be anonymous. Also, the possible criterial rankings might be known to be quite 

limited, and then there is no sense in demanding that choice procedures have unrestricted 

domains. These are among the requirements implicated in Arrow-style “impossibility” theorems. 

So the differences cast the possibilities for multi-criterial choice in an optimistic light. The focus in 

this talk will be on choice among models, hypotheses or theories by scientific criteria such as 

accuracy, simplicity and scope. Strong neutrality requires that different pairs of alternatives be 

treated the same way. In social choice this condition expresses an unethical “Welfarism”, but it 

seems defensible in theory choice. It seems to say no more than that choice procedures are, in a 

sense, principled. This casts a gloomier light. Strong neutrality gives rise to impossibility results that 

are relevant even with highly restricted domains. It will emerge that these results do limit the 

possibilities for theory choice to some extent, certainly in certain “toy” examples, where domains 

can be shown to have the necessary richness. 
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3. Alexandru Marcoci and James Nguyen: On the rationality of theory choice 

Okasha’s gambit of treating scientific virtues as voters allows him to import Arrow’s Impossi- bility 

Theorem into the context of scientific theory choice. Assuming that a theory choice function (TCf ) 

should meet the Arrovian conditions, Arrow’s result immediately tells us that no such function 

exists. And this is said to threaten the rationality of theory choice. 

In this paper we suggest differentiating between different versions of scientific rationality. If 

rationality requires a TCf that delivers a transitive ranking from every profile in every domain (or at 

least domains where two or more virtues are used to choose between two or more theories), then 

theory choice is irrational. If, for a given domain (same caveat), rationality requires a TCf that 

delivers a transitive ranking from every profile then theory choice is irrational with respect to that 

domain. But the rationality of a TCf can be analysed on a more fine grained level. We can ask, for 

any given profile whether or not a TCf is rational. This leads us to suggest a quantitative notion of 

rationality that turns on how likely it is for a TCf to deliver a transitive ranking. We suggest that in 

the domains relevant to theory choice (a relatively low number of virtues choosing between a 

relatively low number of theories), simple theory choice functions are highly rational. 

We further investigate an, as yet unexplored, alternative notion of rationality that is 

particularly relevant in the context of theory choice. We call this neighbourhood rationality. A TCf 

is said to be neighbourhood rational if and only if any profile which it maps to an intransitive 

ranking contains a profile ‘in its neighbourhood’ that the function maps to a transitive ranking. We 

provide an exact mathematical framework in which to study the neighbourhood rationality of a 

TCf . What neighbour rationality corresponds to in the context of theory choice is intuitively 

compelling: ambiguity of scientific virtues. Our claim is that, as long as scientific virtues are 

sufficiently ambiguous, even qualitative all-or- nothing rationality is saved. Whenever we are faced 

with irrationality, we shift to an alternative profile in the neighbourhood of the original one, a shift 

justified by the ambiguity of a scientific virtue. We demonstrate that this can be done for the 

domains relevant to theory choice. 

So whether or not Okasha’s claim threatens the rationality of theory choice depends on the 

notion of rationality in question. There are plausible notions of scientific rationality that are not 

precluded by Arrow’s result. 

 

4. Wulf Gaertner and Nicolas Wüthrich: Evaluating competing theories via a common language 

of qualitative verdicts 

Scientists face situations in which they have to choose among competing theories. Kuhn (1977) 

claimed that several algorithms can be defended to select the best theory based on epistemic 
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values such as simplicity and accuracy. In a recent paper, Okasha (2011) reformulated Kuhn’s 

discussion in an Arrovian social choice framework and stated that no theory choice algorithm exists 

which satisfies a set of intuitively compelling conditions. In this paper, we propose a solution to 

avoid the impossibility result. Based on Gaertner and Xu (2012), we suggest reconstructing theory 

choice with the help of a general scoring rule defined over a set of qualitative intervals for every 

epistemic value. The basic idea of the general scoring function we propose can be best captured 

by contrasting it with the Borda method. The Borda method is such that if there are m different 

alternatives and if all individuals are assumed to have strict orderings over the alternatives, then 

rank m1 is assigned to the top-ranked alternative, m2 to the second highest rank, and so forth. The 

suggestion that we wish to make is different from the Borda approach in at least two important 

aspects. First, we propose a common cardinal scale within which all individual evaluations have to 

take place. This scale, ranging from “very good” to “insufficient”, let’s say, establishes a common 

language of judgment to which all evaluating persons have to agree. Second, each and every agent 

is assumed to have their own scoring function. In Borda’s scheme, all persons have the same 

scoring function, assigning strictly descending grades to the linearly ordered alternatives. In our 

model, some individuals may not announce such a descending sequence, thereby not filling all 

ranks from top to bottom. Coming back to Kuhn’s problem, replace alternatives by competing 

theories and replace individual agents by criteria. The result of our procedure is attractive. Given 

a finite number of epistemic values and three or more alternative theories, the aggregation 

method we propose yields a complete and transitive ranking and the rule satisfies unrestricted 

domain, weak Pareto, non-dictatorship, and independence of irrelevant alternatives. 
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General Description 

The issue of scientific realism remains very central in philosophy of science, and the debate over it 

has by now a long and complex history. It has become clear that tackling the realism question 

requires a multi-faceted approach with significant input from the history of science. However, 

important questions remain over exactly how the debate should proceed. In particular, there has 

been considerable discussion in recent years over whether the debate should primarily take a local 

or a more global approach. On the one hand, traditional arguments such as the No Miracles 
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Argument and Pessimistic Induction operate at a relatively global level. They are based on an 

attempt to gain a general sense of the reliability of the scientific method and use that information 

to modulate our epistemic confidence in theories produced by that method. On the other hand, 

some philosophers have argued that the realism debate should be pursued at a more local level by 

focusing on case-specific evidence and considerations, rather than on the global arguments. The 

aim of this symposium is to explore the question of the appropriate level of generality for 

conducting the realism debate. In part this issue is important because it will help to see exactly 

what kind of information needs to be extracted from the history of science, so that the energy put 

into historical investigations can be directed appropriately. 

The symposium will focus on three key areas. 

i) Assessing new objections to global arguments for and against realism. 

In the history of the realism debate, there has been considerable discussion of possible defects of 

the global arguments for and against realism, such as the charge that the No Miracles argument is 

circular. Discussion of many of these issues is ongoing. However, in recent years new objections to 

these arguments have arisen which turn specifically on the idea that they are pitched at too high a 

level of generality. 

Our symposium will explore these new challenges—summarized below—and the prospects of 

different realist responses. 

Base rates. Arguably global realism must be framed probabilistically in order to capture the fact 

that no necessary connection exists between truth and the positive realist ‘indicators’ (predictive 

success; employing a particular method; whatever). That is, realism can at best establish a high 

likelihood of the (approximate) truth of a theory exhibiting the relevant indicators. But thus 

construed, realism arguably faces an insurmountable problem of inaccessible base-rates: in 

arguing that the indicators thus reliably indicate truth one must rely on assumptions concerning 

the proportion of true theories in the relevant population—an unknowable base-rate (Howson 

2000, 2013; Magnus and Callender 2003). 

Realists have responded to the base-rate problem in various ways, but no consensus has 

emerged (Psillos 2006, 2011; Worrall 2012). The significance and the interpretation of this 

problem, as well as the appropriate realist response, remain significant points of contention. 

Realist arguments and theory of induction. Arguably global realist arguments are associated 

with universal theories on inductive reasoning in general. By contrast, local realism is naturally 

affiliated with a local theory of induction according to which the goodness of an ampliative 

inference is underwritten by case-specific material assumptions, instead of deriving from some 

universal template of reliable inductive inferences (Norton 2003, 2010). Problems with universal 

theories of induction have been taken to present a challenge also to global realism, in as far as it 
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aims to establish the reliability of a particular form of inductive reasoning (e.g. IBE) in the sciences 

(Saatsi 2009; see also Norton 2011). 

Realism as naturalistic philosophy of science. Arguably global realism can be in tension with its 

naturalistic aspiration to be properly informed by first-order scientific practices. This tension takes 

different forms. For one, the no-miracles argument is arguably in tension with first-order 

explanatory practices (Frost-Arnold 2010). For another, the fact that first-order scientific 

investigations are highly domain-specific in their methodologies is arguably in tension with the way 

in which global realism abstracts away from the particular contexts of theorizing (Dicken 2013, 

Dicken forthcoming). 

ii) Assessing the prospects of purely local approaches to realism. 

The challenges addressed in (i) motivate a move towards more local, case-specific realist and anti-

realist arguments, concerned with individual scientific theories, in contrast with the sweeping 

arguments of the global debate. But an important task is to clarify what form such a local debate 

over realism would take. Can the realism debate be based on local, case-specific considerations 

without any support from more general arguments that abstract away from case-specific details? 

Would a completely local realism debate add anything of substance to science itself or would it 

amount to a mere repetition of scientific analysis of the first-order evidence? 

The symposium will discuss the potential for realist and anti-realist arguments to be framed 

locally, and will address whether this constitutes a more productive direction for the realism 

debate to take. In part, this will be done by paying close attention to a key case study of Perrin’s 

argument for the reality of molecules. 

iii) Clarifying the relationship between global realist arguments and first- order local scientific 

evidence. 

For those who still think that the global arguments should play a role in the scientific realism 

debate, engagement with the local challenge prompts a reconsideration and clarification of how 

the global arguments interact with first-order local scientific evidence. 

Questions that the symposium will address include: How do the levels interact in particular 

cases? What is the relative importance of the interacting levels? Are the answers to these 

questions a context-sensitive matter or is a general account possible? 

The local-global debate is closely related to another deep issue for the realism debate, which is 

to what extent it relies on distinctively philosophical considerations, as opposed to considerations 

already implicit in scientific evaluation of theories. Our discussion will present different points of 

view on this relationship. 
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The symposium presents the first focused examination of these interrelated issues by philosophers 

each of whom has recently contributed to the debate between local and global approaches to 

realism. The use of the Perrin case-study provides a significant unifying theme to the symposium. 

 

Abstracts 

1. Paul Dicken: Forget Perrin (cancelled) 

Traditional arguments in the scientific realism debate have concerned the overall reliability of our 

scientific methods. Recent literature in the debate has been particularly concerned with a 

statistical fallacy that appears to be common to such arguments—a failure to acknowledge the 

base-rate probability of an arbitrary scientific theory being true. A number of philosophers have 

responded to this worry by distinguishing between those global arguments that consider the 

reliability of our scientific methods in general, and those local arguments that target the reliability 

of specific scientific theories. Despite much interesting work on this issue there has yet to emerge 

a clear understanding of what is meant by a local argument for scientific realism, and how such 

reasoning can be differentiated from the first-order scientific practice with which it is supposedly 

concerned. 

In this talk, I challenge one influential account of how first-order scientific practice can 

nevertheless constitute a philosophical argument for scientific realism—the case of Perrin’s 

argument for the reality of molecules. I argue that the philosophical conclusions that have been 

repeatedly drawn from Perrin’s work are in fact best understood as traditional, global arguments 

for scientific realism, and that the most plausible diagnosis for the interest shown in Perrin’s case 

is best explained in terms of the base-rates fallacy that it is supposed to resolve. Finally, I suggest 

that talk of a base-rate fallacy is misleading, since the worry is not that we manage to ignore a 

relevant piece of statistical information, but that such information is simply unknown. The problem 

is better seen as an instance of the more general problem of establishing our priors; and that within 

this framework some of the more recent appropriation of Perrin’s work is shown to be especially 

problematic. 

 

2. Leah Henderson: Should the debate over scientific realism go local? 

The No Miracles Argument (NMA) and the Pessimistic Induction (PI)  are often regarded as pillars 

of the scientific realism debate. They are instances of what might be called ‘reliability-based’ 

arguments. According to these arguments, information from the history of science about the 

reliability of the scientific method plays an important role in determining our confidence in current 

well confirmed theories. Recently there has been an influential attempt to reorient the debate 

away from the reliability-based arguments and to ‘go local’. Localizers say that the reliability-based 
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arguments are pitched at the wrong level of generality – they are too ambitious, too general, too 

sweeping. Rather, localizers argue that a more productive way to conduct the realism debate is to 

focus on simply looking carefully at the empirical evidence that supports each scientific theory on 

a case-by-case basis. 

This paper considers what the scientific realism debate would be like if it were conducted 

locally, by providing a close examination of the canonical case of Achinstein’s local treatment of 

Perrin’s experimental arguments for the existence of atoms.  I  argue  that  the  local  approach  

removes  the  key  resources  which  give substance to the realism debate and also deprives the 

debate of its naturalistic status. I urge that if the realism debate eschews the reliability-based 

arguments, it will become rather barren, rather than more productive. 

Nonetheless, the local challenge does give new urgency to the question of how exactly the 

reliability-based arguments figure into the overall assessment of our epistemic attitude towards 

the approximate truth of a theory. I will discuss how this challenge might be met. 

 

3. Stathis Psillos: Kinds of evidence for realism: revisiting the case of atomism 

I have argued in my recent work that a central philosophical issue in the scientific realism debate 

concerns the balancing of two kinds of evidence there is in favour of or against scientific theories. 

The first kind—what I have called first-order evidence— comes from the actual empirical and 

theoretical considerations (empirical data, predictions, explanatory successes, theoretical virtues 

etc.) that make scientists adopt, or object to, a particular scientific theory. The second kind of 

evidence—what I have called second-order evidence—comes from, by and large, philosophical 

considerations concerning science as a whole; in particular, the historical track- record of scientific 

theories and the existence or possibility of empirically equivalent rivals. In the present paper I will 

advance further this strategy by examining in detail how the two kinds of evidence played out in 

the case of the acceptance of atomism in the beginning of the twentieth century. 

I will start by presenting the main philosophical (second-order) arguments against atomism that 

were proposed by Duhem, Ostwald, Stallo and Poincare and stress that these were not taken to be 

enough to debunk atomism unless a) first-order scientific evidence was summoned against it and 

b) an alternative theory (in this case, energetics) was shown to be superior (on first-order evidence) 

to atomism. I will then show how Perrin's work on the Brownian motion offered overwhelming 

first-order evidence in favour of the atomic hypothesis, which was taken to outweigh second-order 

philosophical objections to atomism. Finally, I will focus on Poincare's acceptance of the atomic 

hypothesis and argue that the best defence of realism in general has to be based on a combination 

of two kinds of argument, one based on first-order evidence in favour of particular scientific 
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theories and another based on more global, philosophical and second-order, considerations that 

are sensitive to the history of science and the track-record of scientific theories. 

 

4. Juha Saatsi: A case for local realism 

In the first half of the paper I assess some recent challenges to the famous no- miracles argument 

for scientific realism. I will argue that the most serious challenge—largely unnoted in the 

literature—turns on the fact that the argument is global in a particular way. The relevant sense of 

global (as opposed to local) argument is usefully characterized in terms of the distinction between 

formal and material justifications of induction (Norton 2003, 2010). There are general problems 

with formal justifications of induction—exemplified in the case of the No Miracles argument—

which can be used to motivate the idea that realism should be argued for by (more) local 

arguments that turn on (more) case-specific, material justifications of the relevant inductive 

inferences. 

In the second half of the paper I explore the nature of such local realist arguments. I will clarify 

different senses in which local arguments can transcend first-order scientific evidence and 

reasoning so as to yield bona fide philosophical arguments, by virtue of (i) making transparent the 

relevant material justifications operative in science, and (ii) defending on a case-by-case basis 

those material justifications against an anti-realist skeptic. I will also explain why the local 

arguments are not threatened by the base-rate challenges that have been presented to the more 

global arguments (cf. Dicken 2013). I will illustrate the issues at stake in reference to Perrin’s 

argument for the reality of molecules (as discussed in Achinstein 2002; Psillos 2011a). 

 

References 
Achinstein, P. (2002). ‘Is There a Valid Experimental Argument for Scientific Realism?’, Journal of 
Philosophy,  

99, 470–495. 
Dicken, P. (forthcoming). ‘Three Degrees of Naturalism in the Scientific Realism Debate’, in Daly, C. 
(ed.) The  

Palgrave Handbook of Philosophical Method, Palgrave Macmillan. 
Dicken, P. (2013). ‘Normativity, the base-rate fallacy, and some problems for retail realism’, Studies 
In History  

and Philosophy Science, 44, 563-57. 
Egg, M. (2012). ‘Causal Warrant for Realism about Particle Physics’, Journal for General Philosophy 
of Science,  

43, 259–280. 
Fitzpatrick, S. (2013) ‘Doing Away with the No Miracles Argument’, EPSA11 Perspectives and 
Foundational  

Problems in Philosophy of Science. Springer International Publishing, pp. 141-151 
Frost-Arnold, G. (2010). ‘The No-Miracles Argument for Realism: Inference to an Unacceptable 
Explanation’,  

Philosophy of Science, 77, 35–58. 



Abstracts  Symposia & Contributed Papers IX 
 Saturday 13:30 – 15:30 

 

378  

Hacking, I. (1982). ‘Experimentation and Scientific Realism’, in Curd, M. & Cover, J. (eds.) 
Philosophical Topics,  

Philosophy of Science: The Central Issues, W.V. Norton and Company, 1998, pp. 71–87. 
Howson, C. (2000) Hume's Problem: Induction and the Justification of Belief, Oxford: Oxford 
University Press. 
Howson, C. (2013). ‘Exhuming the No-Miracles Argument’, Analysis. 
Kincaid, H. (2000). ‘Global Arguments and Local Realism about the Social Sciences’, Philosophy of 
Science, 67,  

667–678. 
Kitcher, P. (2001). ‘Real realism: the Galilean Strategy’, The Philosophical Review, 110, 151–197. 
Lipton, P. (2004). Inference to the best explanation (2nd ed.), London: Routledge. Magnus,  P.  &  
Callender,  

C. (2004). ‘Realist ennui and the base rate fallacy’, Philosophy of Science, 71, 320–338. 
Magnus, P. D. (2003). ‘Success, Truth and the Galilean Strategy’, British Journal for the Philosophy 
of Science,  

54, 465–474. 
Norton, J. (2003). ‘A Material Theory of Induction’, Philosophy of Science, 70, 647– 670. 
Norton, J. (2010). ‘There are no universal rules for induction’, Philosophy of Science, 77, 765–777. 
Norton, J. (2011). ‘History of science and the material theory of induction: Einstein’s quanta, 
Mercury’s  

perihelion’, European Journal for Philosophy of Science, 1, 3–27. 
Psillos, S. (2011a). ‘Moving Molecules Above the Scientific Horizon: On Perrin’s Case for Realism’, 
Journal for  

General Philosophy of Science, 42, 339–363. 
Psillos, S. (2011b). ‘Scientific Realism with a Humean Face’, in Saatsi, J. & French, S. (ed.), The 
Continuum  

Companion to Philosophy of Science, Continuum Press, pp. 75–95. 
Psillos, S. (2011c). ‘The Scope and Limits of the No Miracles Argument’, in Stadler, F. (ed.), The 
Philosophy of  

Science in a European Perspective: Explanation, Prediction, and Confirmation, Springer, vol. 2, 
pp. 23–35. 
Psillos, S. (1999). Scientific Realism: How Science Tracks Truth, London: Routledge. 
Saatsi, J. (2009). ‘Form vs. Content-driven Arguments for Realism’, in Magnus, P. & Busch, J. (eds.) 
New Waves  

in Philosophy of Science, Palgrave, pp. 8–28. 
Worrall, J. (2012). ‘Miracles and Structural Realism’, in Landry, E. & Rickles, D. (eds.) Structural 
Realism:  

Structure, Object, Causality, Springer, pp. 77–95. 
  



Abstracts  Symposia & Contributed Papers IX 
 Saturday 13:30 – 15:30 

 

379  

Philosophy of the Natural Sciences VI                                                                         Contributed Papers 

Chair: Simon Friederich                                                                            Room 5G, Saturday 13:30 – 15:30 

 
Events, Quantum Mechanics and the Passage of Time 

 

MAURO DORATO 

University of Rome Three 

dorato@uniroma3.it 

 
Cosmology, astrophysics, geology, evolutionary biology and our perception of time essentially refer 

to events that happen in temporal succession. If this succession sufficed to provide a robust notion 

of becoming, and if the primitive ontology of our fundamental physical theories were about events, 

the latter could play a key role in grounding a mind-independent passage of time, and therefore in 

bridging the gap between the physical and the manifest image of time. In this paper I discuss three 

major difficulties raised by this project and conclude with a note of skepticism. 

The first difficulty originates from unresolved metaphysical controversies about the nature of 

events: without at least a working definition, how can we decide whether the fundamental 

ontology of any physical theory is about events? The second problem is raised by the 

interpretation-dependence of the ontology of quantum mechanics (QM). The third concerns the 

definability of a robust notion of becoming in standard or modified Minkowski spacetime (STR), 

even granting that the difficulties raised by the second objection could somehow be overcome. 

In order to concentrate on the last two problems, here I will simply take for granted that any 

reasonable metaphysical theory of events must presuppose that they be “sufficiently” localized in 

spacetime. In order to discuss the other two objections, this minimal assumption will suffice. 

In fact, independently of its interpretation-dependence, the ontology of non-relativistic QM 

does not seem to involve just measurement outcomes (i.e., events), but also the wave function 

and, in any case, quantum fields. On the one hand, the hypothesis that the ontology of QM is 

fundamentally about events in temporal succession can add some additional precision and 

generality to the claim that the “primitive ontology” of QM is spatiotemporal (Allori et al 2008, 

Goldstein and Zanghì 2013). In fact, both the so-called GRW’s “flashes” and the worldlines traced 

by Bohmian particles can be subsumed, respectively, under an ontology of discrete events and of 

continuous processes. On the other hand, however, the “density of matter” version of GRW seems 

inimical to an ontology of fundamental events. The “contractions” of the density of matter in 

certain spacetime regions should be regarded as events, because they are changes in the 

preexisting matter field. However, this account seems to imply that events are not fundamental, 



Abstracts  Symposia & Contributed Papers IX 
 Saturday 13:30 – 15:30 

 

380  

since they turn into local properties exemplified by a substance (the field), as in Kim’s view (1976). 

Furthermore, since a field is typically considered to be a global assignment of quantities to 

spacetime regions, even if events were identified with such regions (Quine 1985) or properties 

thereof (Lewis 1986), they would be coextensive with them, no matter how big, and therefore 

possibly with the whole of spacetime. 

Furthermore, these three theories presuppose the event-friendly view that the wave function 

is either non-fundamental or purely “nomological”. On the former hypothesis, both configuration-

space realism and many-worlds would make events derivative. On the latter hypothesis, the 

nomological character of the wave function can be cashed out in three ways: in terms of a Humean 

pattern of nonlocal matters of facts (Darby 2012, Esfeld 2013), in terms of an holistic power 

exemplified in all of spacetime (Esfeld et. al. 2013), or in terms of a primitive posit. On Humeanism, 

the wave function supervenes on local matters of fact at certain spacetime regions, which can be 

regarded as events. On dispositionalism, the quantum state associated to the wave function would 

be a global, holistic power, and therefore events would be just its manifestation. On primitivism, 

the quantum state would be co-extensional with spacetime, and therefore non-localized. 

Finally, even if the prospects for an ontology of events were more promising in quantum field 

theory (QFT) – in particular within AQFT (Haag 2013, Pashby 2014) – in such a way as to overcome, 

at least partially, QM’s interpretation dependence, two additional difficulties would remain. The 

first is that the standardly assumed fundamentality of fields over localized particles pushes towards 

extendedness in spacetime, and therefore against localizability as a necessary condition for 

eventhood. The second is that the causal criteria for the identity of Davidsonian events, invoked 

by (Bartels 1999) in order to give an account of what happens in laboratories – run the risk of being 

circular, as Davidson himself later recognized. 

Coming now to third objection, suppose to identify physical events with spacetime regions or 

points: the “addition” of new regions to the growing block (Broad 1938, Tooley 1997), or of new 

“nodes” to the causets (Sorkin 2007, Earman 2008, Dowker 2014, Callender and Wütrich 2015) 

would be an addition of events. However, this addition (or the attrition of branches as in Pooley 

2013) would not amount to a qualitative change in the already existing universe, but rather to a 

sui generis, absolute change in what tenselessly exists (Broad’s “coming to pass”). However, while 

a qualitative notion of change (a field having different values in different spacetime regions) is 

uncontroversial, the kind of becoming defined as an “addition” is purely relational and not 

absolute. Analogously, absolute changes given by “attritions” are not described by current physics 

and therefore cannot be regarded as bona fide physical events, even though the “tree models” of 

reality purport to represent them. 
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A similar skeptical conclusion applies to attempts to ground becoming on the invariant partial 

order given by temporally successive events in standard Minkowski spacetime (Savitt 2002, Dieks 

2006, Dorato 2006). The relationality in this case means that given any point or region R, events in 

the future light cone of R have not become (or occurred), while those in the past light have become 

(happened). However, labeling such an occurrence “becoming” amounts to solving the problem by 

fiat, since a more plausible reading of this “occurring” is that the former events are in the future 

light cone of R, the latter are in the past of R. Since physics can hardly identify these regions R as 

Privileged, it cannot describe a genuine passage of time, even it its fundamental ontology were just 

about events. 

  



Abstracts  Symposia & Contributed Papers IX 
 Saturday 13:30 – 15:30 

 

382  

 
Do We Need a Primitive Ontology to Make Quantum Mechanics Empirically Coherent? 

 

MATTHIAS EGG 

University of Bern 

matthias.egg@unil.ch 

 
Empirical support for any scientific theory comes from observation of things and events in space 

and time. Hence, if a theory makes no room for such entities (which John Bell famously called local 

beables), it might undermine its own empirical basis and thereby face the threat of what Jeffrey 

Barrett has called empirical incoherence. Some authors have argued that this is the case for 

quantum mechanics, unless we supplement it with local beables at the fundamental level (also 

called a primitive ontology). Put more formally, this argument for introducing a primitive ontology 

runs as follows: 

(1) A fundamental theory without local beables is empirically incoherent. 

(2) Quantum mechanics without a primitive ontology has no local beables. 

(3) Quantum mechanics without a primitive ontology is empirically incoherent. 

The most detailed version of this argument (though without mention of the terms “empirical 

incoherence” and “primitive ontology”) was given by Maudlin (2007). My paper will start by 

questioning Maudlin’s defence of premise (2). On this basis, I will then argue that Ney’s (2015) 

response to Maudlin is doubly unjustified, firstly in its sympathy for premise (2), secondly in its 

rejection of premise (1). 

The crucial question underlying premise (2) is whether local beables can be derived within a 

version of quantum mechanics that does not postulate them at the fundamental level. Maudlin 

admits that this might be possible in principle, but he thinks that present attempts to do so lack a 

clear rationale to regard the derived structure “as physically salient (rather than merely 

mathematically definable)” (Maudlin 2007, 3161). In response, Huggett and Wüthrich (2013, 283-

284) point out that physical salience can be assessed “from above”, that is, by examining which 

theoretical structures yield correct empirical predictions. I think this is correct as far as it goes, but 

it does not completely dispel Maudlin’s worry. The example he discusses in this context concerns 

the two different types of local beables that can be associated with the GRW formalism: a matter 

field (GRWm) or flash-like events (GRWf). Since GRWm and GRWf are empirically equivalent, 

choosing between them “from above” is impossible. This is a familiar problem of 

underdetermination, but it is here combined with a less familiar one: not only is the choice 

between GRWm and GRWf underdetermined by the empirical evidence, but it is also 
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underdetermined by the underlying fundamental theory (GRW without local beables, called 

GRW0). 

However, there is no reason why this twofold underdetermination should be any more worrying 

than the usual one we face in quantum mechanics anyway. Whoever wants to be a realist about 

quantum mechanics must opt for one of its versions, based on their non-empirical virtues. This is 

true for the primitive ontologist (who thinks of GRWm and GRWf in terms of fundamental 

ontology) as well as for the wave function realist who tries to derive local beables from GRW0. 

Therefore, insofar as underdetermination does not prevent us from realism about fundamental 

ontology, it should not prevent us from realism about derivative ontology either. 

Still, one might find premise (2) appealing, because the wave function of quantum mechanics 

does not seem to be the kind of entity from which local beables could emerge. I will discuss one 

specific instance of this reasoning, namely Ney’s (2015, 15) claim that the wave function could not 

play the functional role of a three-dimensional object such as a macroscopic pointer. This is 

directed against the wave function realist’s appeal to functionalism, most prominently worked out 

by David Albert. The curious thing is that Ney cites Albert’s claim that the wave function’s dynamics 

(encoded in the Hamiltonian of the system) “plays the causal role constitutive of there being 

multiple classical particles in a three-dimensional space” (Ney 2015, 11), without specifying what 

is wrong with that claim. But if nothing is wrong with it, then why shouldn’t the potential term in 

the Hamiltonian be such that these particles form a bound state that constitutes a pointer capable 

of interacting with other objects in just the way ordinary pointers do? To be sure, it would be 

hopelessly complicated to actually write down such a Hamiltonian, but this is not a specific problem 

of wave function realism; it confronts the primitive ontologist in precisely the same way. 

Despite her sympathy for premise (2), Ney seeks to defend wave function realism against the 

charge of empirical incoherence by rejecting premise (1). The claim that empirical coherence 

presupposes local beables is based on our pre-theoretical beliefs about evidence, and these, she 

argues, should be replaced by what our best scientific theories tell us about the nature of evidence. 

But aren’t our best scientific theories those which are best supported by empirical evidence? If so, 

the project of first appraising our scientific theories and then having our beliefs about evidence 

informed by them is incoherent. 

Even setting this problem aside, Ney’s (2015, 18) proposed reconceptualization of “evidence” 

by directly linking the wave function to a state of the world “that is properly described 

(nonexhaustively) as ‘Theorists have acquired evidence for theory T’” does not look promising. It 

is even more problematic than the idea (criticized by Maudlin 2007, 3158-3159) that physical 

theories should make predictions about our experience. In order to do that, a theory would have 

to solve the mind-body problem. This would not suffice in the case of Ney’s proposal, since there 
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are not even any bodies on her view. What her theory would have to solve is the mind-

wavefunction problem, that is, the challenge of connecting the quantum state of the universe 

directly to mental states, without passing through the intermediate step of first connecting it to 

some local beables (pointers, observer’s brains etc.), which can then be connected to mental 

states. Neither Ney nor anyone else has given us any idea how this is supposed to work. 
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According to a widely accepted view, explanation is about tracking objective dependency relations 

(Pincock forthcoming, Woodward 2003, Ylikoski and Kuorikoski 2010). Although this view has been 

developed furthest in the case of causal explanation, many have recently proposed that the general 

idea is also applicable to various non-causal forms of explanations (e.g., Huneman 2010; Kuorikoski 

2012), including explanations that many take to be essentially mathematical (Pincock forthcoming; 

Saatsi and Pexton 2013). In this paper I argue that if we accept the general idea of objective 

dependence as the basis of explanation, there cannot be mathematical explanations. What appear 

to be mathematical explanations are either highly abstract mechanistic explanations or 

reconceptualizations of the explanandum phenomenon in which mathematics as such does not 

have an explanatory role. 

Marc Lange (2013) takes the distinguishing feature of mathematical explanations to be their 

modal strength: truly mathematical explanations show how the explanandum could not have been 

otherwise due to mathematical necessity (which is stronger than causal or nomological necessity). 

Although it is easy to see how mathematical necessity can provide modal information (and even 

answers to what-if-things-had- been-different-questions), it is harder to square with the idea that 

explanations show what the explanandum depend upon; how can the explanandum depend on 

anything, if it could not have been otherwise by mathematical necessity? Not surprisingly, Lange 

opts for a modal conception of explanation instead of an ontic dependence conception. 

Christopher Pincock, however, argues that in such cases (what he calls abstract explanations), 

there is an explanatory dependence between the explanandum (an abstract feature of a 

phenomenon) and a more abstract entity/structure, of which the explanandum is a special case. 

Such relations of abstract dependence are arguably objective matters of fact that science 

(mathematics) investigates. In a similar fashion, Saatsi and Pexton argue that cases of what they 

call geometric explanation of regularities (e.g., between scaling exponents and dimensionality) 

trace objective relations of dependence between abstract properties. 

Even if one accepts that there are objective explanatory relations of dependence other than 

causation, I argue that there are serious difficulties regarding the concept of mathematical or 

abstract dependence. The main problem lies in providing truth conditions for the relevant 
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counterfactuals. As Lange notes, relations between mathematical entities are modally much 

stronger than relations of dependence between entities in space-time. The counterfactual case in 

which the explanans is different (the abstract object in question had different properties that it in 

fact has) is either inconsistent or definitional of some other abstract object. This is problematic 

regardless whether one entertains a realist metaphysics of abstract or mathematical entities or 

not. On the one hand, realist metaphysics is more congenial to the idea of true ontic dependence 

between abstract entities, but the epistemology and metaphysics of such dependencies are even 

murkier than the corresponding problems related to the mere existence of abstract objects. On 

the other hand, if one is non-realist with respect to abstract objects, then one face the challenge 

of explaining how abstract dependencies meet the requirement of ontic dependence, i.e., the 

requirement that explanatory relationships relate things in the world in contrast to merely 

epistemic relations of dependence between our representations of things in the world. This 

contrast is essential for the ontic view and motivates many of the features of Woodward’s theory 

that are often wrongly attributed as being definitional of causal explanation (for example, the 

requirement that the relevant counterfactuals have to be same-object-counterfactuals, cf. Pincock 

forthcoming). 

I argue that most examples of non-causal mathematical explanations presented in the literature 

(Huneman’s topological explanations, Saatsi and Pexton’s geometrical explanation, Pincock’s 

explanation of the Plateau’s laws for soap films) are to be interpreted as constitutive mechanistic 

explanations, albeit very abstract ones. The relevant explanatory dependency is that of 

constitution, a suitably ontic relation between the whole and its parts, analyzable with only 

minimal alterations to Woodward’s theory. 

What comes to Lange’s mathematical explanations demonstrating the mathematical necessity 

of the explanandum, I argue that these cannot be reconciled with the requirement of ontic 

dependency, and that they are therefore not explanations. In such cases, the explanandum is 

reconceptualized in such a way which shows that there was, in fact, nothing to be explained to 

begin with. What is perceived as an explanatory advance with respect to phenomena is an increase 

in what I call formal understanding, i.e., better understanding of our systems of reasoning and 

representation. Formal understanding can be given a similar, broadly inferentialist, analysis as 

explanatory understanding in terms of answers to what-if questions, but the crucial difference is 

that it is about our tools of reasoning, not the world itself. (I argue that this is also a better analysis 

of Pincock’s example of the derivation of the Plateau’s laws from minimal sets.) This difference in 

the object of understanding answers Lange’s and Pincock’s challenge of providing an independent 

rationale for ignoring expert intuitions about what is and what is not an explanation. 
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Presentism may still be the metaphysics preferred by common sense, but in the philosophical 

literature it has long been forced into the defences. In a recent publication in the European Journal 

for Philosophy of Science [1], Romero and P´erez add to its troubles. As in some earlier attacks on 

presentism, general relativity theory is at the heart of the issues. But where at least some of the 

earlier troubles were at least a modal step away (think of Gödel universes), the authors promise to 

bring it close to home by pinpointing black hole geometries as the culprit. 

Romero and P´erez argue the only viable choice for a present in the presence of a 

(Schwarzschild) black hole is its horizon. Since distant events at different times are co-present with 

different parts of this horizon, it would spell trouble for the presentist if he is indeed forced to think 

all events on the horizon necessarily co-present. 

The arguments that drive the authors to this conclusion are derived from the behaviour of 

lightcones near the black hole horizon. In familiar diagrams of the behaviour of these lightcones in 

Schwarzschild coordinates, these cones are seen to close up (from the outside in) and flatten out 

(from the inside) in a way that at the horizon aligns them with it. This would seem the presentist 

who wants to postulate a hypersurface between these cones no wriggling room, and force his 

choice to be the horizon itself. As a further argument forcing this choice, it is maintained that this 

hypersurface is the one orthogonal to the local time direction. Furthermore, the authors argue this 

to be a coordinate independent feature. 

I will argue these arguments to be flawed. To begin with, one should not draw conclusions on 

the basis of Schwarzschild coordinates where they are known to become degenerate. The 

alignment of the cones is among the well known coordinate artefacts of the Schwarzschild system. 

Secondly, the argument based on orthogonality to the local time direction is confused. (Briefly, this 

would only hold for the direction of the Schwarzschild time axis, and no local observer could 

identify his temporal axis with that. I will also discuss another possible reading, and argue it to be 

flawed as well.) I will continue by pointing out that the authors arguments for coordinate 

independence do not establish the desired conclusion. (Briefly, lightlikeness of the horizon is 

indeed an invariant, but the needed flattening of the lightcones is not.) Finally, descriptions of the 

geometry in coordinates that do not become degenerate at the horizon show that it is indeed 
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possible to choose a spacelike foliation such as the presentist needs for his cause, and I will offer 

an explicit example. Whatever else the troubles of presentism, the Schwarzschild horizon does not 

seem to be among them. 

In closing I will highlight some further issues arising in black hole geometries that indeed might 

spell insurmountable problems for presentism, namely the possibility of closed timelike curves in 

metrics of the Kerr family. Thus I hope to offer a more balanced picture of the impact of black hole 

physics on presentism. 
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In the present paper I criticize a typical understanding of Kuhnian revolutions which I think is 

wrong. I have two aims: the first is exegetical, namely to show what Kuhn’s revolutions were all 

about and the second conceptual, i.e., to show what Kuhn has contributed to our concept of 

revolution. I argue, against several commentators (including Tom Nickles, Brad Wray, Dan Garber, 

Stephen Toulmin) that Kuhn’s model of science does not offer a narrative of scientific development 

that can be tested for its truth or falsity. Rather Kuhn’s extended concept of revolution functions 

as a philosopher’s tool to highlight diversity in the practice and history of science in order to 

undermine a particular philosophical picture which stressed uniformity and linear cumulative 

progress. Revolutions before Kuhn also marked discontinuity, yet they were thought to lead to 

progress which is not the case with Kuhn who invoked the concept of incommensurability. 

Thomas Kuhn’s The Structure of Scientific Revolutions (2012 is commonly taken to be a 

philosophy book which proposes a certain model for scientific development that is based on 

historical evidence, but also as a book of historiography which attempts either to give a particular 

shape to the past of science in the manner of philosophical history or to read off from historical 

data a pattern of scientific activity in the course of time. So, the pattern ‘paradigm-normal science-

anomaly-crisis-extraordinary science-revolution-new paradigm’ is supposed to depict accurately 

the different phases science undergoes. 

In line with this understanding of the book, and independently of whether Structure is 

understood as philosophical or historiographical, critics and advocates alike have tried, and are still 

trying, to assess and test this schema empirically, to determine what particular historical entity 

(theory, tradition, discipline or practice) does or does not qualify as paradigm, to settle which 

historical episodes deserve to be called revolutions, whether Kuhnian revolutions occur in certain 

scientific disciplines such as mathematics or the life sciences, whether crises always precede 

revolutions, whether there are communication breakdowns, as Kuhn maintained, between 

adherents of incommensurable paradigms, whether there are indeed radical differences between 

concepts or whether there is continuity or gradual discontinuity in the history of science. For 
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instance, Dan Garber in his recent article “Galileo, Newton and All That: If It Wasn’t a Revolution 

What Was It?” (Circumscribere 7, 9-18, 2009), concentrating on the minutiae of particular 

revolutions, namely, the 17th century scientific revolution, maintained that “the simple model of 

a political revolution, or the model of paradigm-crisis-new paradigm that is at the heart of Kuhn’s 

Structure doesn’t really fit the world.” Garber thinks that “the model of a revolution seems 

strangely ill-suited to capture what went on in the seventeenth century”. (ibid.) 

All these attempts completely disregard and do not care to make sense of Kuhn’s statement in 

the 90s that his model does not really need history and can be derived completely a priori. They 

do not have a coherent account of what Kuhn does in Structure in relation to history, e.g., whether 

his model is poorly evidenced, “unevidenced” or a priori. Some think that his evidential basis is 

very limited, others claim that he draws from it the wrong conclusions. They do not notice or care 

to consider that not only in the Postscript to Structure but already in Structure Kuhn speaks of big 

and small revolutions that may affect just the members of a scientific subspecialty. His critics have 

no explanation for that and prefer to criticize Kuhn’s model for supposedly having limited 

application to only major shifts in scientific development. They equally have no explanation for the 

fact that Kuhn explicitly renounces the conflation of history and philosophy. They prefer to accuse 

him of inconsistency when they think that he combines the two or to fault his model as inadequate 

when they notice that he does not use the concepts and categories of Structure in his historical 

research. In their view, the absence of paradigms, puzzles, crises, incommensurability of concepts, 

of standards or of perceptions from Kuhn’s historical work, speaks against his model: it is 

inapplicable to history. 

I will present a different understanding of Kuhn’s revolutions. I will argue that in Structure Kuhn 

aimed at challenging the dominant view of science and developed the concepts and categories that 

would serve this purpose. Paradigm, normal science or revolution are not labels which are 

supposed to name concrete empirical phenomena in the history of science but concepts which 

serve as tools in order to deliver the point that science is not the cumulative enterprise that was 

taken to be at the time Kuhn wrote Structure. These concepts can certainly be applied, and are 

supposed to apply, to empirical phenomena by historians or philosophers but they were not 

developed to provide the uniquely accurate description of the history of science. They are 

supposed to provide an interpretive schema in which and by which scientific practice and 

development can be made sense of. The concept of revolution in this schema -and its correlative 

concept of incommensurability-, is important not because it identifies correctly particular events 

as revolutionary (this is a task that belongs to the historian) but because it draws attention to 

discontinuity rather than continuous accumulation in the history of science. 
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In the course of developing my interpretation, I consider and criticize relevant recent work by, 

among others, Tom Nickles and Brad Wray. 
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There are two important areas of debate in philosophy of science which concern scientific 

understanding, broadly construed. First, various major authors in the mechanisms literature claim 

that good mechanistic explanations are ‘intelligible’, although they do not say a great deal in detail 

about what they take this to mean. Secondly, the ‘Contextual theory of scientific understanding’ 

of de Regt and Dieks (2005) claims that intelligibility is a value that scientists in a particular 

community at a particular time confer on theories they can use. In the first place, accounts of 

mechanisms have been developed using paradigm cases from the life sciences such as the 

mechanisms of protein synthesis; while in the second place, de Regt and Dieks draw paradigm 

cases from physics. This, and different framing of ideas, means that it is not altogether clear how 

the contextual theory might be applied to understanding gained from mechanistic explanations. 

The aim of this paper in brief is to examine what it means to understand a phenomenon 

mechanistically, by applying the core insights of the contextual theory of scientific understanding 

to existing work on mechanistic explanation, supplemented by the work of Sabina Leonelli on 

embodied knowledge. 

This account will be developed by discussing our understanding of the mechanisms of 

supernovae, as a way of bringing together an account of mechanisms developed using 

paradigmatic examples from the life sciences with the contextual theory of understanding which 

was developed with the domain of physics in mind. It will build on the work of Illari and Williamson 

(2012), which argues that the mechanisms of supernovae do fit the account of mechanisms and 

mechanistic explanation that is becoming consensus in the mechanisms literature: 

A mechanism for a phenomenon consists of entities and activities organized in such a way that 

they are responsible for the phenomenon. (Illari and Williamson, 2012, p120.) 

This account clearly draws heavily on work of the major mechanists, Bechtel, Craver, Darden, 

Glennan and Machamer, as Illari and Williamson explain. Therefore I will also use this consenseus 

account alongside the case of supernovae to argue that the contextual theory of scientific 

understanding can be used to show what it means to render a phenomenon intelligible by giving a 

mechanistic explanation. Examining the case of supernovae means that we see the mechanism for 

a purely physical phenomenon being understood in the context of understanding other things, 
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including physical laws, and general models, and I will make some comments on how this context 

might apply also to the life sciences. 

I will begin, in section 2, by bringing the claims of mechanists together with the contextual 

theory of scientific understanding to build a theoretical account of understanding phenomena 

using mechanistic explanations. In section 3, I will develop this account by applying it to 

understanding the mechanisms of supernovae. It will turn out that the mechanisms of supernovae 

are particularly interesting for this purpose, as they enable a creative synthesis between the 

original one-theory- one-phenomenon assumption of the contextual theory, and the extreme 

diversity and locality that is typical of the life sciences and generates the focus on locally described 

activities and entities. As a teaser, consider the following from a textbook on astrophysics: 

‘Astrophysics does not deal with a special, distinct class of effects and processes, as do the basic 

fields of physics. ... astrophysics deals with complex phenomena, which involve processes of many 

different kinds. It has to lean, therefore, on all the branches of physics, and this makes for its special 

beauty. The theory of the structure and evolution of stars presents a unique opportunity to bring 

separate, seemingly unconnected physical theories under one roof.’ (Prialnik, 2010, p28-9.) This 

section will show that even in the important branch of physics that is stellar astrophysics, there are 

a variety of things in addition to theories that are developed and used for a variety of different 

purposes. While section 3 will concentrate on theoretical understanding, in section 4 I will ask 

whether this is sufficient for an account of understanding stars, relying on work by Sabina Leonelli 

arguing for the importance of not merely theoretical knowledge but also what she calls ‘embodied’ 

knowledge to scientific understanding. While I will say little about the history of science, I will 

comment here on the work of Peter Dear (2008) on the history of what has been taken to be 

intelligible in science, particularly on what has often been regarded as an opposition of theoretical 

and instrumental aims. Some very significant differences between the mechanical philosophy of 

Descartes and Boyle, and the new mechanists, will become clear throughout the paper. There are 

many more that I will not have space to examine, with the extent of the differences in the 

developments made by new mechanists particularly exemplified by Bechtel (2010). 

I will finish by drawing some wider conclusions, in section 5. While one major aim of the paper 

is to develop an account of what it means to understand a phenomenon mechanistically, with 

reference to stars, a second aim is also to offer a useful extension to the contextual theory of 

scientific understanding, and argue that Leonelli’s work can be extended to apply to physics. While 

I will focus on how scientists understand phenomena, in line with both the contextual theory of 

scientific understanding, and comments by major mechanists, I will also comment in the conclusion 

on how to avoid potentially dubious implications of the view defended in this paper for work on 

the public understanding of science.  
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A viable structural realist position in philosophy of science should be clear on the questions (1) 

what theoretical ‘structure’ is, and (2) how continuity of structure can be judged. But the answers 

in the literature remain abstract and are rarely rich enough to describe scientific practice 

adequately. We argue that (1) conceptual spaces provide a rich framework for identifying the 

structures of scientific theories; (2) by studying the types of changes in the underlying conceptual 

space that occur when one theory is replaced by another, the continuity in structure becomes 

more apparent than the tools typically used by structural realists allow. 

We work with three physical theories presented in their phase-space formulations: Classical 

Mechanics (CM), Special Relativity Theory (SRT), and Quantum Mechanics (QM). A theory’s phase-

space does not exhaust its conceptual space, but the phase-space constitutes its most central part. 

By treating the transitions from CM to QM and from CM to SRT in their phase-space formulations, 

the similarities between the conceptual spaces become evident, and allow for an initial assessment 

of the degree of similarity between their theoretical structures. 

As our comparison makes (painfully) clear, judgments of conceptual similarity and continuity 

depend on assumptions that remain largely unaffected by, and hence are prior to, applying 

conceptual spaces; they must therefore be established (or criticized) on independent grounds. This 

result can go some way towards explaining varying intuitions as to whether CM is more similar to 

SRT than SRT is to QM, for instance. Phrased more positively, whether a given historical transition 

constitutes a mild (“conservative”) or a more radical (“revolutionary”) change thus turns into a 

better defined disagreement. 

 

Conceptual spaces as structures 

Conceptual spaces are not parts of a symbolic system with a syntactic or logical structure, but 

rather geometric structures that can be analyzed into their constitutive dimensions and properties. 

An empirical theory always presupposes a specific conceptual framework that provides the 

magnitudes, or dimensions, on which the formulation of this theory depends. The topological and 
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metrical structures of such magnitudes are tightly connected to the variety of methods by which 

these magnitudes are measured, as well as to (strict or probabilistic) inferential relations to other 

concepts that are thought to obtain in the given theory. 

Dimensions are said to be integral if, to fully describe a quality, a value must be assigned to each 

dimension; dimensions that are not integral are said to be separate. A theory domain can now be 

defined as a set of integral dimensions that are separate from all other dimensions in a theory. 

That dimensions are separable, however, does not imply that they are separate; rather, dimensions 

may be integral despite the fact that two or more measurements of their values do not interfere 

with each other. Indeed, dimensions may be integral simply because they individually fail to 

constitute a domain. 

As the example of physical space suggests, it is part of the meaning of ‘integral dimensions’ that 

they share a metric, that is, all distances between any two (different) points x and y located on the 

plane spanned by the integral dimensions D1 and D2 are expressible as multiples of the distance 

between the point of the origin and either of the points x and y. We argue that the separability of 

dimensions is closely connected with the commutation relations specified by the Lie algebra of a 

theory. For instance, the Poisson bracket {𝑥𝑥, 𝑝𝑝𝑥𝑥} equals zero in CM, so it does not matter whether 

one measures position first and then momentum, or the other way around. That is, measurements 

of position and of momentum along the same axis do not interfere with each other in CM, and so 

the position and momentum dimensions on each axis are separable in the theory. Indeed, position 

and momentum along the x-axis are also separate in CM. But such separability is absent in QM, 

and hence the very same dimensions are integral in that theory. 

 

Why structural realists might care 

The application of conceptual spaces allows tracing continuities in scientific conceptual 

frameworks, which provide evidence against the “revolutionary” interpretation of scientific change 

famously proposed by Thomas Kuhn, an account which unduly assumes the primacy of the 

symbolic level of representation and nolens volens remains wed to a realist semantics. 

Something similar seemingly holds for many proponents of structural realism, who tend to 

compare the structure of empirical theories via their symbolic representations. The hope here is 

that a relevant continuous structure may be represented by, say, the symbol S in theory T, and by 

the symbol S* in theory T*. But the structure that is thus represented must somehow differ from 

the symbolic representation itself, for it is only the latter entity that can be said to have undergone 

change if structural continuity shall nevertheless obtain in the course of T having been being 

replaced by T*, irrespective of how continuity and replacement are best defined. Thus, while 
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structural realists do seek to get their hands onto theory structures, all they seem to end up having 

in their hands are symbolic representations thereof, rather than the structures themselves. 

Compared to Abelian groups and Lie algebras, which are the favorite examples of structure used 

by structural realists, our representational framework is far less abstract and closer connected to 

scientific practices. We can therefore claim that employing conceptual spaces may help structural 

realists get their hands onto the structures they are after. Moreover, our five-typed categorization 

of inter- and inter-theory changes offers a finer grain than Kuhn’s distinction between normal and 

revolutionary change, and so provides a richer toolbox to study both theory changes as well as 

changes to the associated conceptual framework. 

This as background, we work with the phase-space formulations for classical mechanics, 

quantum mechanics, and relativity theory. Although these major physical theories superficially 

differ from one another when they are viewed in their standard guises, a great deal of continuity 

between them readily appears when we view them in their phase-space formulations. Using the 

phase-space descriptions of CM, QM and SRT thus provides a way of representing these theories 

in terms of conceptual spaces: the phase-space of a physical theory being the conceptual space of 

its basic domains. 

 

Example: Transition from CM to QM 

The transition from CM to QM, for instance, involves no change in the set of basic dimensions nor 

is there change in the relative importance of the non-basic dimensions, and also the phase-space 

geometry remains Euclidean. In their phase-space formulations both theories are, at their core, 

geometrically 6D Euclidean cotangent bundles linearly ordered in time, with the same set of 

derived dimensions. But there are two related changes of the underlying structure. The first one is 

that in CM momentum and position, energy and time, etc. are respectively separable domains; 

while in QM they are not. The second change in the transition from CM to QM is the deformation 

of the Lie algebra of observables, the classical Poisson bracket being replaced by the Moyal Bracket 

in QM. Hence, when going from CM to QM, there is equivalence between the novel impossibility 

of precise co- determination of observables in measurement and the changes in the Lie algebra of 

observables. 

This exemplifies how intra-theoretical changes in the dependence of observables on phase-

space location can also lead to inter-theoretical changes in the separability of dimensions. 

Furthermore, in QM we have a perfect demonstration of how structural changes of the latter kind 

are intimately connected with principled limitations of our measurement procedures. Notice, too, 

that momentum and position being no longer separable in QM implies that phase-space is a 

domain in this theory: that is, we can no longer consider phase-space to be composed of two 
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separable position and momentum domains as we can in CM, SRT and GRT. Hence, there is a 

change in the dependence of dimensions on phase-space location, which in this case also results 

in a change the separability of certain dimensions. But in going from CM to QM no change occurred 

to underlying geometry or dimensionality of the basic dimensions, and the derived dimensions 

retain their original level of importance. 

Such insights, we claim, can assist structural realists in making their case for structural 

continuity in theory change. 
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There are different options for fixing the identity criteria for causal mechanisms. One option is to 

cash out the notion of mechanisms in terms of physical processes. Quite obviously, it wouldn’t be 

very attractive to individuate a mechanism by a particular physical process in space and time, 

because then each mechanism would occur only once, making scientific generalizations 

impossible. Thus we should say that a mechanism can be specified by certain kinds of physical 

processes. Nevertheless, even then this approach has the incurable defect that it “obscures 

similarities between kinds of interactions among higher-level entities” (Glennan 2002, 346). If the 

interactions involved in mechanisms are understood as material processes, then tokens of 

interactions cannot be recognized as tokens of one common type of higher-level interaction 

because different physical instances of one type of interaction may be vastly diverse on the lower 

levels. 

Thus it can be essential not to characterize mechanisms in terms of (fundamental) physical 

processes even though interactions between parts of a mechanism supervene upon physics. In 

other words, although higher-level interactions and thereby higher- level mechanisms are 

ultimately ontologically determined by the underlying physics, higher-level mechanisms are 

explanatorily autonomous. Describing a higher-level mechanism purely in terms of physical 

processes can even destroy its explanatory power. In order to identify the mechanisms one needs 

to abstract from its material manifestations. From these considerations we learn that it can be 

important to specify and individuate a mechanism by decomposing a given system into parts that 

fulfil certain functions – i.e. we need a “functional decomposition” (Bechtel and Richardson 
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2010) – where it is irrelevant for the identification of a mechanism how the function of one of its parts is 

realized physically. 

What I have said so far has nothing specifically to do with complex systems. However, when it comes to 

identifying an apparently common mechanism across radically diverse complex systems, such as 

ferromagnets and financial markets (e.g. see Mantegna and Stanley 2000), the identity criteria have to be yet 

more abstract. My thesis is that we need to focus on certain structural features. I want to claim that, for 

instance, phase transitions in ferromagnets and financial markets can be studied in a common framework 

because the same structural mechanisms can be invoked in both cases. I propose to distinguish two different 

classes of structures in structural mechanisms, namely (i) structural start and boundary conditions, and (ii) 

emerging dynamical structures.  If one has identified a structural mechanism, then one knows that a certain 

set of structural start and boundary conditions (i) is essential for producing certain dynamical structures (ii). 

What one needs in order to be sure that one has really found a mechanism and not just an artefact is the 

fulfilment of a certain robustness condition. 

Structural start and boundary conditions may concern connectivity, dimensionality, topology and certain 

symmetry properties. Connectivity is the most important structural aspect. The crucial issue in complex 

systems is the interaction between the system’s parts, and neither their detailed behavior nor their minute 

spatio-temporal organization in the whole system. What really matters is the dynamical interactive 

organization of a complex system, and even there only certain structural aspects. A conventional mechanistic 

explanation shows how the often sequential interactions of the different parts, which fulfil specific functions, 

produce a certain behavior. In complex systems it is usually impossible or at least not helpful to distinguish 

parts with different functions that play specific stable roles in the mechanism. Mostly all parts have identical 

properties and behavior. What is essential instead are the structural features of their interaction. Moreover, 

the parts of a complex system usually all interact simultaneously. Thus in contrast to conventional 

mechanisms, one could say that structural mechanisms in complex system standardly have an egalitarian set-

up: All parts are governed by the same behavioral rules (and they may freely switch from one behavior to 

another), no external force tells them what to do, and they all interact at the same time. The relevant start 

and boundary conditions for structural mechanisms in complex systems do not describe a specific 

configuration that already allows imagining what will happen if we let the system run. This is a crucial 

difference to conventional mechanisms. In complex systems, for interesting things to happen, it suffices to 

have, in a sense, an amorphous set-up with very general structural properties that apply to the whole system. 

The second class of structures in structural mechanisms concerns the emerging dynamical structures. 

Robust complex behavior lives on the fact that non-trivial long- range effects (e.g. phase transitions) arise 

dynamically purely on the basis of short-range interactions. The entire system behaves as if there were some 

external coordination, while in fact there is none. And I take it that this is one of the deep ideas behind the 

notion of mechanisms: Once it is set up in the appropriate way it runs largely by itself without the need for 
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any further coordination. But there is one pivotal issue that distinguishes conventional mechanisms from 

structural mechanisms in robust complex behavior—which is also the reason for the term “self-organization”: 

In complex systems the “organization” that is crucial for the system behavior is not already present in the 

initial set-up but only arises through the dynamics of the system, namely by the interaction of its parts. 

Coming back to the initial issue of the identity criteria for mechanisms, it is only possible to say that there 

is a common mechanism in diverse systems such as ferromagnets and financial markets if one stays on the 

structural level. For example, one doesn’t want to claim that market traders actually sit on a grid and only 

interact with their spatially nearest neighbors. Rather, the crucial point is more abstract or structural: Large 

changes, be it phase transitions or financial-market crashes, and other related phenomena, can arise purely 

from the local interactions of the systems’ parts without any external coordination. One task of complex 

systems theories is to identify the underlying structural mechanism. 

 

References 
Bechtel, William, and Robert C. Richardson 2010. Discovering complexity: Decomposition and localization as  

strategies in scientific research. Second Edition. Cambridge, MA: MIT Press/Bradford Books. 
Glennan, Stuart S. 2002. “Rethinking mechanistic explanation.” Philosophy of Science 69: S342–S353. 
Mantegna, R. N., and H. Eugene Stanley 2000. An Introduction to Econophysics: Correlations and Complexity  

in Finance. Cambridge et. al.: Cambridge University Press. 
  



Abstracts  Symposia & Contributed Papers IX 
 Saturday 13:30 – 15:30 

  

402  

Philosophy of the Life Sciences IV   Contributed Papers 

Chair: Justin Bzovy       Room 5H, Saturday 13:30 – 15:30 

 
Extrapolation in Basic Research (cancelled) 

 

TUDOR BAETU 

Universidade do Vale do Rio dos Sinos 

tbaetu@hotmail.com 

 
The use of surrogate models in clinical research raises a well known difficulty, known as the problem of 

extrapolation: given the differences between the surrogate systems in which the findings are actually 

documented and the target to which the findings are extrapolated, there is no guarantee that what is true of 

the surrogate must also be true of the target within a tolerable degree of approximation. The fact that many 

signaling, developmental, and metabolic mechanisms and pathways are conserved provides general insights 

about what may hold true, with some variation, of a large number of phylogenetically related organisms. 

Nevertheless, while such insights play an important role in guiding the discovery process, clinical researchers 

seek more precise answers. The goal is to figure out whether a particular result documented in the surrogate 

also holds true, ideally down to minute qualitative and quantitative details, of the target system. When 

aiming at this degree of precision, the suitability of a surrogate model needs to be evaluated on a case by 

case basis, where the evaluation procedure relies on an assessment of the relevant similarities between 

surrogate and target. It has been often argued that the most relevant similarities are those concerning 

mechanisms causally productive of the phenomenon of interest. Surrogate models that share mechanistic 

features with their targets are more likely to generate the phenomena of interest via the same causal 

pathways and respond in similar ways when these pathways are disturbed. By contrast, surrogates that do 

not share causal features might generate similar phenomena by means of different mechanisms, and 

therefore behave differently when subjected to similar experimental interventions. 

In this paper, I want to draw attention to the largely overlooked fact that basic science is equally indebted 

to the epistemic practice of extrapolation from surrogate models, with all the benefits and risks this practice 

entails. The discovery process in basic science faces a multitude of experimental hurdles, and it is seldom the 

case that a single experimental setup succeeds in addressing all difficulties. The usual way around is to 

systematically trade one experimental difficulty for another by changing experimental setups, in the hope 

that a more complete knowledge of the phenomenon and its underlying mechanisms can ultimately be 

attained by conducting studies in a multitude of setups. One of the most striking consequences of this 

practice is that descriptions of phenomena and explanatory accounts–such as the diagrams of mechanisms 

in cell and molecular biology, including their extensions in other fields of investigation, basic or applied–are 
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in fact mosaic jigsaws reconstituted from bits and pieces of data gathered in distinct experimental setups. 

How adequately this knowledge reflects reality depends in no negligible part on the extent to which results 

can be safely extrapolated from one experimental setup to another. 

The widespread use of extrapolations in basic science raises new challenges to anyone interested in 

tackling the problem of extrapolation. One immediate difficulty stems from the fact that previously proposed 

solutions work on the premise that sufficiently is known about mechanistic similarities and differences 

between surrogate and target. While such knowledge is available in later stages of research, it cannot be 

assumed in the initial stages, when nothing is known about the mechanistic basis of a phenomenon. Thus, if 

the standard solution to the problem of extrapolation relies on prior mechanistic knowledge, then the new 

challenge is how to address the problem in the absence of mechanistic knowledge. A second challenge stems 

from the fact that solutions to the problem of extrapolation are framed in relation to the justification of 

isolated extrapolations given an already available background knowledge, the origin of which is not put into 

question. This is the typical scenario in clinical research, where the task at hand is figuring out how to justify 

a particular extrapolation, usually one of immediate practical import, given substantial mechanistic 

knowledge already provided by basic science. The situation changes radically when it comes to justifying the 

very background knowledge from  basic science, which, as it turns out, combines data from tens or even 

hundreds of distinct experimental setups. If there is a probability of error associated with any given 

extrapolation, then as knowledge increases, the number of extrapolations increases as well, and with it the 

probability of error. Thus, what may constitute a reasonable strategy for addressing the problem of 

extrapolation in the context of clinical research is unlikely to provide an equally workable way around the 

problem in basic research. 

An analysis of scientific practice reveals that scientists treat extrapolation as a matter of taking an 

epistemic risk. I argue therefore that it is misleading to think that there is such a thing as a definitive, 

universally applicable solution to the problem of extrapolation. The relevant question is rather how to plan 

scientific research in such a way as to keep the possibility of error under control. As I will illustrate and discuss 

in the following pages, researchers in the life sciences deploy a surprisingly varied array of tactics, from model 

validation protocols aimed at minimizing the possibility of error for prospective extrapolations, to holistic 

confirmation strategies aimed at the retrospective testing of previously made extrapolations and fallback 

positions aimed at providing a stable epistemic basis for troubleshooting anomalies, all of which are carefully 

orchestrated in such a way as to ensure the overall viability of a research project. This vindicates a more 

mitigated view about the epistemic status of extrapolations. Extrapolations are used in the context of an 

overall research strategy that combines both a bottom-up process of inferring mechanistic accounts based 

on experimental data and a subsequent top-down testing of predictions made by these accounts. On the one 

hand, defenders of extrapolative practices are right in claiming that the use of surrogate models is a reliable 

experimental practice, and the tens of thousands of monthly articles publishing results gathered in surrogate 
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models certainly demonstrate that extrapolations from validated surrogate models are treated as legitimate 

evidence supporting the bottom-up construction of explanatory mechanistic accounts. On the other hand, 

however, the equally well documents efforts deployed to retrospectively test extrapolative inferences also 

demonstrate that findings from any given surrogate model are not considered ‘definitive’ or ‘sufficient’ 

evidence, but simply one line of legitimate evidence, subsequently strengthened and corroborated by means 

of top-down testing of predictions from mechanistic models. 
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Much research in the life sciences and biomedicine is organized around model organisms. Philosophers of 

science have identified several theoretical roles of model organisms, both epistemic and non-epistemic. The 

epistemic role of model organisms is invariably seen as licensing inferences to other organisms. Some authors 

explicitly understand the role of model organisms in terms of concrete, theoretical models (Weisberg 2013). 

Even Levy and Currie (2014), who have put some distance between model organisms and theoretical models, 

maintain that model organisms are models in the sense of proxies that serve to make inferences about other 

organisms. When it comes to the epistemic role of model organisms, most attention has therefore focused 

on determining how model organisms license inferences to other species. 

This paper argues that the standard view of model organisms as proxies ignores, or takes for granted, a 

crucial epistemic role, i.e. explaining general biological processes. I start by questioning an assumption about 

what is being extrapolated when model organisms are used as proxies. This leads me to articulate the 

explanatory role. In the remainder of the paper I will identify an investigative function unique to the 

explanatory role. Furthermore, I argue that the generality of epistemic results, which are gained by employing 

the explanatory strategy, depends not only on the degree to which underlying mechanisms can be 

generalized. 

Steel (2008) maintains that from a phenomenon and its underlying mechanism in the model, scientists 

infer either (1) only the phenomenon in the target or (2) both the phenomenon and its mechanism. I will 

argue, however, that the phenomena often are already known to occur in the target organism(s) and 

therefore only the underlying processes are inferred from the model. This can be seen in inferences 

concerning action potentials (in Loligo sp.), transcription control (in E. coli), floral morphogenesis (in 

Arabidopsis), and pathophysiology of schizophrenia (in mice). 

The question of how higher-level features relate to their underlying factors has been at the center of much 

work on explanation and reduction in the biological sciences, and model organisms figure prominently in this 

literature. These case studies have demonstrated, albeit implicitly, that research on model organisms 

generates accounts or explanations of some features in terms of other factors. This is an epistemic role that 

is largely taken for granted in the literature of model organisms. The point here is not simply that research 

on model organisms can be aimed at exploring biological processes, as emphasized by Hubbard (2007) and 

Bolker (2009). Nor is the point that such research yields accounts (or models) of some biological process, as 
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highlighted by Meunier (2012) and Leonelli and Ankeny (2011). Instead, I draw attention to the fact that, 

once we distinguish between the investigated process and its underlying factors, research on model 

organisms can be seen to play an epistemic role that is largely independent of its inferential role. 

I will argue that the independence of the explanatory from the inferential role manifests itself in at least 

three ways. First, the extent to which a model organism satisfies its explanatory role is independent of the 

extent to which it satisfies its inferential role. Second, a model organism’s explanatory role is a precondition 

for the model playing an inferential role. Without identifying some factor that explains the phenomenon in 

the model, there is nothing to extrapolate (in the kind of instances mentioned above). 

Most importantly, I will argue the explanatory role is uniquely suited to achieve a particular kind of 

investigative goal. Suppose scientists are interested in explaining a variety of phenomena that occur in several 

organisms, including the model organism. Scientists can focus on one of the processes and identify (some of) 

the factors responsible for it. This strategy can be iterated with the other processes of interest, either in the 

same or in a different organism. In doing so, scientists only employ the explanatory role of their chosen model 

organism. Iterations may concern a set of phenomena that are more or less unrelated to one another. For 

example, research in Arabidopsis has delivered explanations for processes as diverse as root development, 

light perception, disease resistance, cold and freezing resistance, and floral morphogenesis. Rather than 

exploring fairly unrelated phenomena, scientist can also employ the explanatory strategy in order to explore 

phenomena across different levels of organization. I will illustrate the latter with examples from the research 

on learning and memory in rodents (LTP, AMPA receptor trafficking, memory). The inferential role appears 

unsuited to achieve the same goal. Extrapolation of the factors responsible for a phenomenon from the 

model organism to the target will, at best, justify the assertion that the same factors are responsible for the 

same phenomenon in the target organism. But an explanation of that phenomenon has already been 

achieved in model organism. No amount of understanding how of the same phenomenon is realized in the 

other organisms will advance our understanding of any of the other processes. 
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This paper uses discussions on modeling and representation to clarify the question as to how the product of 

the activity of technological designing should be conceived. Two kinds of modeling relation between vehicles 

and targets are distinguished which differ in their respective directions of fit. The representation relation has 

a vehicle-to-target direction of fit and the design relation has a target-to-vehicle direction of fit. A case study 

in bioengineering shows that a certain product of designing can participate in both, design and 

representation relations. 

The activity of modeling is a core activity of the contemporary practice of scientists: Research at 

universities, private institutes, and industry often centers around building and using models for a variety of 

purposes. These purposes include the utilization of mathematical models in order to predict or explain 

phenomena, the use of concrete models like, e.g., scale models or animal models in order to perform 

experiments upon them or the application of computational models in order to conduct simulation studies 

(cf. Weisberg 2013). What unites theses different aims of prediction, explanation or simulation is the 

epistemic aim to learn something about the world. A prerequisite for models to be used in order to infer 

justified claims about certain phenomena, so-called target systems, is that the models represent these parts 

of the world. The models are representational vehicles that should adequately represent target systems. For 

example, one could claim that only if a model adequately represents a target system then this model can be 

used to reach an understanding of that system. This is reflected in debates that take representation to be the 

main function of epistemic tools like scientific models. Part of this perspective on models is the implicit focus 

on vehicle-to-target directions of fit between models and targets. In engineering, including the engineering 

sciences, the use of models is also a widespread activity. Yet, in technological modeling there are other aims 

besides the purely epistemic ones at play. An often-mentioned conviction is that engineers want to change 

the world instead of just understanding it. In engineering, certain vehicles are used in order to construct or 

change corresponding targets. In such a context, a target-to-vehicle direction of fit is aimed at. Because of 

that I will speak of a design as a special form of modeling relation. For example, there is a relation between 

a description of a planned artifact and a realization of that artifact, or the relation between a conceptual 

design and an artifact that should be built in the future. This relation can be seen as a kind of modeling 

relation. The relation constitutes a specific kind of representation. It is a modeling relation between a vehicle 

and an object that has to be modified or between a vehicle and an object that does not exist yet. The activity 
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of designing – pretty much as the activity of representing – is done with the help of a certain vehicle. 

However, the goal of designing is not to learn whether certain facts obtain, rather the goal is to bring certain 

facts about. Either in core designing or in product designing there is a goal to modify an object or to create 

something that did not exist beforehand. So, the relation of design is about how certain matters should be in 

contrast to how they in fact are. Here, the condition for the success of the relation is different from the 

condition for the success of representation in the traditional sense. In the case of design, the target has to 

be adjusted to the vehicle in order for the technical functions to be fulfilled. In the case of representation, 

the vehicle, in most cases a model has to be adjusted in order to adequately represent a corresponding target 

system. A black and white picture of science and engineering would be: scientists seek to understand the 

world; engineers aim at changing the world. Understood in this way, design can be regarded as the defining 

characteristic of engineering and, in the philosophy of technology, it is claimed that the main goal of the 

practice of engineering is to come up with effective and efficient designs (cf. Meijers 2009: Vermaas et al. 

2011). I will use a case study in bioengineering in order to show that the notions of, both, design and 

representation are relevant for an account of modeling in science as well as engineering. The case study will 

be an analysis of so-called organ on chip models in the field of tissue engineering (Huh et al. 2013). This field 

of engineering has a great overlap with cell research in biology and particularly with medical research. The 

models are used to represent human organs and to study inter alia the toxicity or efficacy of certain drugs. 

This practice is driven by epistemic goals such as to predict risks and benefits of certain treatments with a 

specific drug or to learn about certain diseases. In this modeling, there are practical goals as well. The 

engineers have the aspiration of developing certain technical artifacts during the modeling of the organs with 

the help of their techniques. 

This paper proposes that both aims, understanding and changing the world, should be accounted for in a 

philosophical analysis of engineering modeling. The case study shows that modeling organs in bioengineering 

is guided by both aims. For both, understanding and for changing the world, models are used to reach the 

respective aim. The goal of the practice of modeling is to establish two different kinds of relation between 

vehicles and targets. In the case study, these two kinds of modeling relation between vehicles and targets 

are distinguished which differ in their respective directions of fit. The representation relation has a vehicle-

to-target direction of fit and the design relation has a target-to-vehicle direction of fit. The case study further 

shows that a conception of modeling as involving only relations with a vehicle-to-target direction of fit is too 

narrow in order to account for models in science and engineering. 
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This paper motivates and presents a new account of unifying explanation. The standard account (Friedman 

1974; Kitcher 1981, 1989) preserves much of the covering-law model of explanation, associating unification 

with subsumption of many diverse phenomena under a general argument pattern. Kitcher’s theory of 

unifying explanation relaxes the requirement for general laws, focusing instead on general argument patterns 

from which descriptions of a wide variety of phenomena can be derived. What is unified is the set of all beliefs 

accepted at a given time, and what does the unifying is a set of argument patterns that most economically 

justifies all the accepted beliefs. Like the covering law view, Kitcher’s theory identifies explanatory power 

with generality, simplicity and systematicity. The basic idea is that we achieve understanding by identifying 

a common pattern that unites apparently disparate facts. Revealing these hidden similarities provides a 

simpler and more intelligible worldview. 

Many scientific explanations, however, do not conform to this basic idea, and so fit poorly with the 

unification or covering-law accounts. An important variety of these, mechanistic explanations in biology, has 

received considerable philosophical attention (e.g., Machamer et al 2000; Bechtel and Abrahamsen 2005, 

Craver 2007). The current consensus is that mechanistic explanations explain the behavior of an overall 

system (a mechanism) by describing how its behavior is produced by the mechanism’s component entities, 

activities, and organization. This stock philosophical description suggests that the phenomenon to be 

explained is causally produced by its organized components - that the relation between mechanistic parts 

and the overall system is a causal one. Yet prominent New Mechanists, including Craver and Bechtel (2007) 

deny this, characterizing the relation as constitutive or functional. 

This paper proposes an alternative account: ‘unifying mechanistic explanation.’ This hybrid account sheds 

light on recent debates among the New Mechanists and suggests norms for interdisciplinary research 

programs such as systems biology. The argument is in three parts. The first uses a case study, Jacob and 

Monod’s operon model (1961), to argue that a purely causal theory of mechanistic explanation in biology is 

incomplete. This approach follows the New Mechanists’ method, focusing on scientists’ explanatory 

practices. The operon example, which is representative of many explanations in molecular biology, reveals 

that symmetric ‘combining relations’ are as prominent as causal relations. Combining relations, as 

represented in mechanistic explanations, link multiple parts into single complex whole, and underlie key 
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causal relations in mechanistic descriptions. Focusing on combining as well as causal relations in mechanistic 

models extends and deepens the insights of New Mechanists. 

In the second part of the argument, I show that this extended conception of mechanistic explanation 

involves at least three senses of unification. First, combining relations unify lower-level parts by connecting 

them into a new, complex whole. Second, in molecular biology the connecting relations among mechanism 

components are limited in number. Diverse molecular entities are connected in virtue of two properties: (i) 

complementary molecular geometry and (ii) electrochemical charge. These two features ground a wide range 

of diverse combinations of molecules, affording a kind of simplicity and generality to this aspect of 

mechanistic explanation. Third, mechanistic explanations unify higher- and lower-level descriptions of the 

phenomenon of interest. The second sense of unification resembles that of Kitcher’s traditional unification 

account. The first and third, in contrast, can be understood as a combining relation ‘writ large,’ encompassing 

a set of causal and combining relations that can be identified with the higher-level behavior to be explained. 

On this view, mechanistic explanations do not only reveal causal dependency relations underlying a 

phenomenon of interest, but also provide a multi-level perspective on that phenomenon. I contrast this 

account of unifying explanation with its predecessors, and summarize the key points of divergence. 

The third and final part of the paper examines implications of this new account. I show how this view 

extends and deepens the insights of New Mechanists. One important consequence bears on recent debates 

about mechanistic explanation and systems biology. Systems biology is an interdisciplinary research program 

that combines molecular biology experimentation with mathematical modeling and principles from physics 

and engineering. Explanatory models in systems biology exhibit the same multi-level structure as mechanistic 

explanations in molecular biology. But the tools used to construct systems models are different: a 

combination of mathematical techniques, computer simulation, and concepts from physics and engineering, 

applied to large experimental datasets. A number of philosophers of science have recently discussed the 

bearing of systems biology on mechanistic explanation, arriving at very disparate conclusions (e.g., Bechtel 

2011, Issad and Malaterre forthcoming, Zednik forthcoming). The main point of dispute concerns the role of 

mathematical modeling and computer simulation in systems explanations. 

It is widely agreed that the role of these systems practices is to connect lower-level interactions among 

components (of regulatory networks) with higher-level behavior (of cells and organisms). Unlike the situation 

for classic molecular mechanisms, there is no intuitive way to connect these two levels in systems models. 

The role of mathematical modeling and computer simulation is to forge a derivational connection between 

levels. Dispute arises over whether the derivational inter-level relation is incompatible with mechanistic 

explanation. Here the new account of unifying explanation offers clarification. Briefly, on a purely causal view 

of mechanistic explanation (i.e., mechanistic models describe causally-linked system- and component-levels), 

systems explanations are not mechanistic. The latter use mathematical derivation/simulation to link levels in 

ways that are not easily conceived as causal (at least not without extensive argument). But on the expanded, 
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unifying view, systems explanations are mechanistic, using different tools to accomplish what all mechanistic 

explanations do – link two or more levels intelligibly, as parts and whole of a complex system.
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David Lewis’ Best System Analysis (BSA) of laws of nature has it, roughly, that a regularity is a law just in case 

it appears in the best systematization(s)—where the “best” is the simplest and strongest on balance—of all 

the particular fundamental matters of fact (Lewis 1973, 1983, 1994, and elsewhere). A common criticism of 

the BSA focuses on the interest relativity inherent in deciding what it means for a system to be the best. As 

Armstrong (1985, p. 67) puts it: “The first objection which may be made to the [BSA] is that an element of 

subjectivism remains... May there not be irresoluble conflicts about the exact point of balance [between 

simplicity and strength]?” If there are such irresoluble conflicts then either there are no BSA-style laws at all 

or such laws are subjective in the sense that they are laws only relative to the particular balancing of simplicity 

and strength. Proponents of the BSA (or variations of it) since Lewis have tended to embrace relativity despite 

Armstrong’s fi objection, with the standard refrain being that the best system is “the best for us” given our 

interests and cognitive limitations (examples of this include Loewer 2007, Cohen and Callender 2009, and, in 

a related analysis of probabilities, Frigg and Hoefer 2010). 

I argue in this paper that a proponent of the BSA can accept the interest relativity of its laws and provide 

(or at least make progress towards) an answer to Armstrong’s fi objection. The central idea is that interest 

relativity comes in degrees (in much the same way that moral relativism does). On the most subjective end 

of the spectrum, every individual scientist might pick out different laws. On the other (most objective) end, 

every scientist picks out the same laws. A lot happens between those extremes. Every human scientist might 

get to the same laws, and every Martian scientist will get to the same laws, but the human and Martian laws 

are diff t. It may be that the laws are identified dependent on the scientist’s field of study; economists all get 

to the same laws, and those are different from the laws that are arrived at by each physicist. Maybe Martian 

and human physicists have the same laws, but the respective economists do not. 

To answer Armstrong’s first objection would seem to require an assurance that the BSA will locate the 

laws on the most objective end of the spectrum where everyone finds the laws to be the same. In general, 

the more agreement that can be assured by the BSA—the less interest relative the laws are—the closer it is 
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to answering Armstrong’s first objection. And, insofar as the BSA cannot assure complete agreement on the 

laws, the objection may be answered in full when what disagreement remains is shown to be defensible as a 

part of a proper analysis of laws. Thus the strategy for a BSA proponent to answer Armstrong’s fi objection 

works in two directions that will hopefully meet. In the pro-objectivity direction, BSA proponents should try 

to identify rules for picking out the best system that are broadly agreeable. In the pro-relativity direction they 

should try to defend particular ways in which the laws may be interest relative. In what remains I offer an 

example of what might be said in each direction, with a focus on the pro-objectivity direction. 

Consider briefly the pro-relativity direction. One strategy here would be to work to include special science 

laws as a part of broader (than Lewis’) BSA-style analysis. The laws of a special science are such plausibly 

because they are the laws relative to the interests of that special science. This idea has already been pursued 

by Callender and Cohen (2009, 2010) who relativize laws to sets of kinds that are treated as basic in the 

competition whose winner is the titular best system. For example: The laws of biology are drawn from the 

best system coming out of the competition that is run when treating biologically interesting kinds as basic. 

Not only does this provide a BSA-style analysis of special science laws, but it also provides those working in 

the pro-objectivity direction with a principled excuse for not having a universally acceptable procedure of 

picking out what kinds are to be treated as basic in the laws. 

Pursuing the pro-objectivity direction should begin with a retreat from the standard refrain of “best is the 

simplest and strongest on balance”. These are fraught notions and it is precisely because of uncertainty about 

there being agreement to be had with regards to them that Armstrong raised the fi objection. We might 

begin instead with the idea that, whatever laws are, they should support inductive inferences. If there is 

disagreement on this point then I would claim there is disagreement about the very object of study—

someone looking for things that don’t support inductive inferences is someone not looking for laws. 

We seek in light of the above a rule for the best system competition that will yield laws that are better 

able to support inductive inferences. I propose that such a rule may be of the form “score laws in proportion 

to the mutual information that they allow for between spatio-temporal regions of the world”. By mutual 

information (MI) I mean here the measure on two relatable random variables that is found in Information 

Theory. I argue that, paired with laws that indicate how it may be calculated, MI can function as a measure 

of how well induction will work in a given world. Also, given it’s source in Information Theory, MI is well 

placed to accommodate our intuitions that laws should be simple (via the theory’s concern with efficient 

encoding) and strong (directly via the interest in informativeness). These last points suggest specific work to 

be done in the future that exists as a part of the larger strategy developed earlier in the paper for answering 

Armstrong’s first objection to the BSA. 
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Natural kinds realism can be understood as a series of views put forward by those scientific realists 

committed to kinds that ‘latch onto’ the real structure of the world. Natural kinds are believed to be the best 

explanatory tool in that they explain why theories featuring those kinds prove inductively and predictively 

successful. This is, in a nutshell, what I take to be the epistemological argument for natural kinds. A main 

proponent of this argument is Richard Boyd whose account has become the received view of realism about 

kinds. In a series of papers ([1991], [1999a] [1999b]) Boyd articulates a realist account of natural kinds: 

homeostatic property cluster kinds (HPCK). Natural kinds are, on Boyd’s view, necessary to establish the 

reliability of successful epistemic practices. The idea behind the epistemological argument is the following: 

we are to some extent justified in giving a posteriori definitions of natural kinds in certain ways that reflect 

the actual causal structure of the world because we cannot make projectible generalizations otherwise (Boyd 

[1991], p.138). 

Boyd’s HPCK account is designed to explain how kinds used in successful epistemic practices `latch onto’ 

natural divisions in nature. His main motivation for defending such an account is that of defeating skepticism 

about the success of science, which is reminiscent of the Lockean nominalist tradition. According to this 

tradition, “we must classify substances according to arbitrary nominal essences instead of according to 

microstructural real essences” (Boyd, [1991], p. 131). This is because we cannot know the ‘real essences’ of 

kinds. Hence, things are classified in virtue of some arbitrary nominal essences. But kinds that are the result 

of such arbitrary classifications cannot support successful inductive generalizations and make knowledge of 

such kinds in general seem impossible. The Lockean tradition of kinds thus gives rise to a “tension between 

empiricist nominalism and the task of accounting for induction” (Boyd, [1991], p. 130). Hence, this tradition 

is largely responsible for opening the doors to skepticism about the ability of science to use kinds to ground 

epistemic practices. Boyd’s aim is to revoke such skepticism by showing that “in induction and explanation 

we must refer to kinds whose definitions are specified a posteriori, in deference to nature, rather than 

nominally” (Boyd, [1991], p. 131). 

In this talk I argue that a realist account of natural kinds à la Boyd is neither necessary nor sufficient to 

explain success in science. In analyzing Boyd’s account I distinguish between the constitutive factors of HPCK 

and the individuation conditions of HPCK: these distinctions are crucial for understanding Boyd’s 

epistemological argument for kinds; they also constitute the basis for the subsequent objections that are 
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aimed at establishing whether or not Boyd’s HPCK account is a genuinely realist account of natural kinds. I 

argue that Boyd’s HPCK account is neither necessary nor sufficient for grounding epistemic practices in 

science because: i) individuating the constitutive factors of HPCK is more often than not a matter of human 

decision; ii) the HPCK account falls short of accommodating successful scientific kinds that cannot be 

described in terms of clusters of properties and underlying homeostatic mechanisms; and iii) the HPCK 

account includes as kinds things that by the lights of our present science, failed to latch onto the causal 

structure of the world (for related arguments see Ereshevsky&Reydon [2015], Slater [2014], Khalidi [2013]). 

Failing to deliver on their epistemic potential, the commitment to HPCK proves not to be the best available 

tool in the scientific realists’ toolbox. I conclude that the epistemological argument should not be made 

dependent on natural kinds carving nature’s joints in some strong realist sense. We can still think of natural 

kinds as explaining why theories featuring those kinds prove inductively and predictively successful whilst 

not having just one account of natural kinds. There is not one notion of ‘natural kind’ that best serves science; 

in fact the notion of ‘natural kind’ changes and matures with scientific progress. 

Having shown that Boyd’s realist account of natural kinds is neither necessary nor sufficient for grounding 

epistemic practices in science, I conclude that a commitment to natural kinds in some strong realist sense is 

not necessary to establish the reliability of successful epistemic practices. Instead, we should opt for a less 

ontologically inflationary account. Taking the cue from Quine’s discussion in “Natural Kinds” [1969] I aim to 

rehabilitate the view that there is no account of natural kinds that spans across all sciences. Instead, I want 

to suggest, following Quine, that there is a sense in which no unique account of natural kinds is suited to 

account for the epistemic endeavors of all science. However, there is a sense in which a particular notion of 

kinds pervades all science. This notion, which is (at least implicitly) deployed by each branch of science in its 

respective epistemic practices, is the notion of scientifically entrenched kinds. It’s worth noting that the 

notion of ‘scientifically entrenched kinds’ should be understood as a methodological place---holder for all 

types of kinds that are useful for the epistemic endeavors of the natural and social sciences. The account I 

propose is a type of pluralism about accounts of kinds that serve some important epistemic role in science, 

which accommodates the strengths of the HPCK account, whilst not sliding into Dupre’s ‘promiscuous 

realism’. 
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An often assumed, but rarely argued for, view of laws of nature is that they are con- ditionals. The ubiquitous 

‘all Fs are Gs’ dominates much philosophical discussion on laws but rarely is it shown how actual laws 

mentioned and used in science are supposed to fi it. Instead, what can seem embarrassingly toy examples 

like ‘all ravens are black’ are employed for discussion. Ignoring the complexity of real cases has some merit, 

but it also comes at a price, and today there is increasing literature arguing that laws have been 

misrepresented: either we have been misguided in providing their logical form (e.g. Maudlin 2007) or else 

we are misguided in supposing them to be important features of science (e.g. Cartwright 1983, Van Fraassen 

1989). 

 

My presentation will offer, in the fi part, an argument that laws are indeed condi- tionals. This conclusion 

may at fi appear rather insignifit, however I will show, in the second part, that it impacts on a number of 

more weighty discussions. 

I begin with an analysis of the expression ‘V = IR’, employed to represent Ohm’s law. The symbols V, I and 

R clearly represent variables rather than properties, otherwise we could not make sense of the expression as 

an equation. But the meaning of Ohm’s law cannot simply be an algebraic statement relating numerical 

variables since this would render it a trivial truth of mathematics, having nothing to do with the physical 

world. It would also be trivial if the symbols represented functions from objects to numbers; there are infi 

such functions. A step in the right direction is to understand the entire statement ‘V = IR’ as determining a 

set of functional relationships between sets of properties, e.g. the function which takes as input one property 

in the set and of voltages and another in the set of resistances and outputs some third property in the set of 

currents. However, this manoeuvre renders the statement non-propositional, since functions are operations 

not statements, and triviality will again ensue if we render the law as an assertion of the mere existence of 

such functions. 

After navigating these steps, I will suggest that what is missing in the formulation of laws expressed as 

equations is the added clause that the set of functional relationships described by them are true of things. 

For instance, the set of functions determined by ‘V = IR’ map voltages and resistances to currents of one and 

the same individual. This suggests that the information bound up in the statement is something to be 

predicated of an entity. In general, we may understand equations to denote a high-order behavioural 
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property which entities have when and only when a specific set of relations determined by those equations 

holds between various (usually quantifiable) lower-order properties of that entity. 

Given this interpretation, we must ask how the variables predicated by the behavioural property-term are 

quantificationally bound. Since laws are supposed to be general, we could understand the variable to be 

bound by the universal quantifier. However, it is certainly not the case that Ohm’s law, or in fact any law, 

says that everything bears some higher-order relationship between its properties. Most individuals, for 

example, do not even have voltages and currents let alone satisfy the relationships determined by the 

equation V = IR. What is missing in the representation of Ohm’s law as an equation, therefore, is that the 

functions denoted by the behavioural property-term relate the voltage, current and resistance of an electrical 

conductor, i.e., 

Ohm’s Law: If a system is an electrical conductor then its voltage, current and resistance are related 

by the set of functions entailed by V = IR. 

Hence, a proper understanding of the utility of the expression V = IR requires us to understand it in the 

context of a conditional. The conditional says that a certain sort of behaviour (broadly construed) may be 

inferred if something is a particular type of system, an electrical conductor in this case. 

These points apply generally to all equations and functional relationships commonly associated with a law 

and even some which aren’t, such as the Lotka-Volterra and Schro¨dinger equations. In general the 

informativity of all these relationships must come from understanding their place in a conditional. 

The rest of the presentation consists in highlighting the impact such a finding has on three areas of 

discussion. First, according to some authors (Beatty 1995, Rosenberg 2001, Schurz 2002, Reutlinger 2011), 

there is logical different between laws in the life sciences and those in physics. Whereas the former class of 

laws only hold of particular types of system, the latter are supposed to hold irrespective of system-type. 

However, the argument described above implies that all laws include an antecedent qualification some type 

of system. This seems intuitively correct, as even one of our most widely applicable formulae, the 

Schro¨dinger equation, fails to apply, e.g., to thoughts, clouds, numbers, and countries. But since the 

qualification is inside the scope of the universal quantifier, all laws with such antecedents are still fully 

general. Hence, according to the argument, there can be no strict division on account of logical form of the 

laws across the sciences in the way suggested. 

Second, those who advocate the so-called ‘semantic view’ of scientific theories have often (e.g. Van 

Fraassen 1989) played down the respect to which laws play a role in theory, promoting a diff t picture of 

theories as a families of models. However, the argument for the conditionality of laws suggests that the 

information implicit in the employment of a model (e.g. an equation) must be something beyond the model 

itself. According to the above argument, a model is to be understood as descriptive of a particular behaviour. 

In order to know how to apply a model, one must know how the description features in the consequent of a 

conditional in which the conditions for application for the model are specified in the antecedent’s ‘system 
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predicate’. Hence, for a scientific theory to be informative it must contain not just models, but conditional 

laws too. 

Third, understanding laws as conditionals of the form ∀x(Fx → Gx) serves to defl much of the concern 

surrounding their ontology. First, their universal quantification makes it less plausible to see them as 

specifically applying to or about anything in particular. Arguably this disperses some of the mystery behind 

the notion of laws’ ‘governance’. Second, the single argument-position gives laws the same structure (and 

arguably, same modality) as statements of essence like ‘all gold has atomic no. 79’, and ‘all enzymes are 

catalysts’. Although these latter statements have instigated much debate of their own, their inclusion with 

laws under a single category would allow for a unified treatment. (This would not be the case if, as many 

have thought, laws have the more complex form ∀x(Fx → ∃y(Gy)) e.g. in Pietroski and Rey 1995.) 
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A natural kind of objects such as electrons or K+---ions can be characterized by a characteristic set of 

properties that always go together. Such a set of properties forms what Boyd (1991) has called a “homostatic 

property cluster”, and Slater (2014) a “stable property cluster”. It is crucial for biochemical explanations that 

K+ ions have several properties. It is not only their positive charge that determines the K+ ions’ contribution 

to a mechanism such as the propagation of action potentials, as can be seen from the fact that equally 

positively charged Na+ ions play a completely different role in the same mechanism. 

The identity of a natural kind is determined by a set of dispositions that constitutes its causal profile. In 

the case of biochemical kinds, some of their dispositions correspond to functions. Natural kinds are 

theoretical postulates that provide a framework for the scientific explanation of why certain properties and 

dispositions systematically go together. 

Armstrong (1997), Bird (2007) and Tobin (2013) suggest that NK can be analyzed as being equivalent to 

sets of 1) several properties and 2) laws or mechanisms that hold these properties together. However, NK 

are neither equivalent to sets of properties nor to sets of properties, laws and mechanisms. I first argue for 

this claim in the case of fundamental natural kinds, and then show that this gives us a reason to keep the 

metaphysical category of natural kinds in general. Electrons are a fundamental kind. Hence the coexistence 

of their characteristic set of properties cannot be given a mechanistic explanation. However, even non---

fundamental kinds require NK as a metaphysical category insofar as their reduction makes reference to more 

fundamental NK. 

A natural kind cannot be reduced either to something that fills a functional role. First, one natural kind 

can in principle have many functions, and second, different kinds can share a function. So-called moonlighting 

proteins belong to the first type of case. They are named metaphorically with respect to people with a second 

job, done by moonlight. Crystallins are one type of biological molecules that can play several functions. In 

the lens of vertebral eyes they play the structural function of guaranteeing refractive properties and 

transparency. However, αB-crystallin has, beyond its function as a lens protein, also the function of protecting 

cells from elevated temperatures, thus serving as a “small heat shock protein” (De Jong et al. 1993). The fact 

that crystallins play different functions in different circumstances justifies their existence as a natural kind. If 

a molecule played exactly one function, it would be more parcimonious to postulate just a dispositional 
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property. If it played a determinate number of functions, we might avoid the postulate of the kind by referring 

to a cluster of dispositional properties instead. 

A NK is a powerful entity: all objects belonging to an NK have a certain number of dispositions to behave 

in various circumstances. A part of these dispositions is actually manifested, a part corresponds to biological 

functions, and only a part is known. The multi-functional profile of a NK shows that its identity is neither 

determined by a single function nor by a unique set of dispositions/functions because it is essential, at least 

in the case of proteins, that they can acquire new functions. Rather, a NK is what underlies and determines 

a set of functions that always go together. The set of functions is the NK’s “causal profile”; the known part of 

this profile constitutes our inductive basis for postulating it. 

There is a second and complementary reason for which there is no 1:1 relation between biomolecules 

and functions: There are many examples of biological functions that are shared by different substances. In 

evolutionary terms, this is explained by “convergent evolution”, or more precisely “functional convergence” 

(Buller and Townsend 2013). Oxygen transport molecules provide a clear case. At least three types of 

molecules have evolved to play the role of transporting oxygen through a circulatory system to the various 

tissues in an animal’s body. Hemoglobins, hemerythrins and hemocyanins (van Holde and Miller 1995). 

The causal profile characteristic of a chemical NK is determined by its microstructure. This follows from 

physicalism and from the supervenience of higher-level properties of complex objects on the lower-level 

properties of their constituents. However, this is not enough to establish microstructuralism about natural 

kinds, which is “the thesis that membership of [a] kind is conferred by microstructural properties” (Hendry 

2006, p. 865). What follows from physicalism is that if A and B have the same microstructural composition 

then a sample of a chemical substance A is of the same chemical substance as B. However, the reverse does 

not hold. It is not the case that if a sample of a chemical substance A is of the same chemical substance as B 

then A and B have the same microstructural composition. This is because a macroscopic NK can be 

determined by different microstructures. If a chemical substance is “multiconstituted”, there are two or more 

microscopic structures that give rise to the same substance. Hemoglobin is a case in point. There is a huge 

variety of hemoglobins even within the human species (Huisman et al. 1996). However, only a part of the 

microstructure makes a difference at the level of the chemical and biological functions of hemoglobin. What 

makes hemoglobin what it is, i.e. what underlies its functional profile, is determined by a very specific part 

of the microscopic structure, which consists of the “highly conserved amino acid residues in hemoglobins” 

(Anandhi 2014, p. 3-34). 

The microstructuralist thesis according to which there is a 1:1 relation between the global identity of a 

chemical substance (= type of molecule) and its microstructure (the set of its constituents together with their 

relations) is incorrect for such proteins as hemoglobin because there is a many-one relation between their 

“microstructure” (the sequence of amino acids that constitutes their primary structure) and the tertiary and 

quaternary structure that determines their characteristic functional profile. 
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A Frame-Based Approach for Operationalized Concepts 
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According to Barsalou (1992, pp. 45-52), a frame for a superordinate concept is an attribute-value-matrix on 

the basis of which subordinate concepts of the superordinate concept can be determined. The frame in Fig. 

1 repre- sents the subordinate concepts water fowl and game bird of the superordinate concept fowl that 

are determined with respect to the values round, pointed of the attribute Beak, the values short, long of the 

attribute Leg, and the values webbed, unwebbed of the attribute Foot. 

 

 

 
 

Based on the propositional representation of exemplars by Barsalou (1992, p. 46), I suggest the following 

representation for the subordinate concept water fowl of the frame of in Fig. 1: 

PropWaterFowl: ∀x(Fowl(x) ∧ Beak (x, round) ∧ Leg(x,short) ∧ Foot(x,webbed) ↔ Water Fowl(x)) 

Thus, the frame of Fig. 1 defines the subordinate concepts water fowl (and game bird) since the 

conjunction of all attribute-specific values is sufficient to be a water fowl. Hence, frames are a useful tool to 

represent defined concepts as well as conceptual taxonomies and can be considered to be an extension of 

the traditional feature list model for representing the semantic content of concepts (cf. Zenker 2014, pp. 

71f.). I call frames of this kind defining frames. 

Assume there is a nomological relation between the attributes Beak(x,round) and Foot(x,webbed) 

expressing that normally all and only fowl that have round beaks have unwebbed feet. In frame-based 

representations, such nomological relations are called constraints (the dotted double arrow in Fig. 1). 

Constraints represent the world-knowledge contained in a frame. Thus, frames do not only contain semantic 
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information concerning specific subordinate concepts, but also empirical information about the elements in 

the extension of the superordinate concept. However, there is no logical relation between the represented 

definitions of the subordinate concepts and the empirical information about the elements in the extension 

of the superordinate concepts. That is, the constraint in Fig. 1 is not entailed by the definition of water fowl 

within the defining frame. The definition contains the necessary and sufficient conditions to be a water fowl, 

but it does not say anything about a nomological relation between round beaks and webbed feet for fowl. 

For reconstructing scientific concepts, the representation of operationalized concepts is at least as 

important as the representation of defined concepts. However, in the relevant literature on frame-based 

representations, there is so far no approach of representing operationalized concepts by frames. The 

operationalization of a concept works in another way than the definition of a concept: for a multiply 

operationalized concept, each operationalizing condition is necessary and sufficient for being an element in 

the extension of the operationalized concept. The multiple operationalization of a concept thus gains 

empirical content, because each operationalizing condition must be satisfied if and only if the other 

operationalizing conditions are satisfied (Stegmüller 1970, p. 229; Schurz 2011, p. 167f.). 

In my talk, I will develop a method for frame-based representations of multiply operationalized concepts 

in the sense described above. Within a frame-based representation, the empirical implications of a multiple 

operationalization will be expressed by constraints. Thus, contrary to a defining frame, for an operationalized 

concept the constraints are entailed by the operationalizations of the concept. I call a frame of this kind an 

operationalizing frame. 

In order to illuminate the idea of operationalizing frames, I will introduce a multiple operationalized 

concept of the linguistic theory of generative grammar according to Chomsky (1981, 1986) and provide a 

frame-based representation of this concept. As we will see, the graphical frame-based representation of an 

operationalized concept does not differ from the graphical frame-based representation of a defined concept. 

In order to explicate the difference, I will develop a method for frame-based representations of concepts by 

means of mathematical graph-theory (Hartsfield and Ringel 1990, Petersen 2007). Proposing that frames are 

mathematical graphs will provide a frame-based explication of the difference between defined and 

operationalized concepts including all advantages of frame-based representations in general. Finally, I will 

give an outlook on challenges for future work on frame-based representations of concepts and theories. 
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In this paper we propose a novel answer to the question of scientific representation: in virtue of what do 

scientific models represent their target systems? We make precise the idea that this is a kind of 

representation-as: scientific models are not only representations of their targets, but they also represent 

them as thus or so. The notion of representation-as was introduced by Goodman (1976), and its applicability 

in the context of scientific modelling has been suggested by various authors (e.g. Elgin (2010), Hughes (1997), 

van Fraassen (2008)). However, the specific details about how it works has have yet to be developed until 

now. 

Our account introduces the notion of an interpretation of a model. Interpreting a model requires using 

various predicates to describe the model. Sometimes models may be interpreted in terms that literally 

describe them when considered as objects in and of themselves (i.e. as model-objects): a (model) ship moving 

through a vat of water is interpreted as a ship moving through a vat of water. But sometimes the predicates 

involved in the interpretation aren’t of the sort usually associated with the model-object: a ball-and-stick 

model is interpreted as an molecule using predicates from organic chemistry; the Newlyn-Phillips hydraulic 

machine is interpreted as an economic system using economic predicates; a two-body system is interpreted 

as a celestial system using predicates from astronomy; and so on. 

But an interpretation alone doesn’t suffice to establish a representational relationship between a model 

and a target. Assuming an interpretation, we offer the following four conditions as individually necessary and 

and jointly sufficient in establishing that a model M represents a target system T : 

1. M denotes T (and parts of M may denote parts of T ). 

2. M exemplifies properties P1, ..., Pm. 

3. M comes with a key K, specifying how P1, ..., Pn are to be translated into a (possibly identical 

set of properties) Q1, ..., Qm. 

4. A model user imputes at least one Qi onto T. 

Each of these conditions are discussed in detail in the paper, but the central ideas are as follows: 

Denotation. Traditionally denotation has been restricted to the relation that holds between proper names 

and their bearers. But it’s not obvious why this has to be the case. Goodman takes pictures to denote their 

subjects, and following him we liberalise it to allow that models denote their target systems. What establishes 

such denotation relations must be investigated on a case-by-case basis. In some scenarios fiat may be 
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sufficient, in others these stipulations may have to be mediated by more or less elaborate conventions. 

Perhaps appeals need to be made to causal chains, and so on. These questions are tied up with central 

questions in the philosophy of language and may require detailed analyses of cases to answer. Although 

denotation may suffice to establish that a model is a representation of its target system, it tells us nothing 

about how a model represents its target as thus or so. That is where the remaining conditions come in. 

Exemplification. A tailor’s swatch of checkered cloth exemplifies the prop- erty CHECKEREDNESS by both 

instantiating, and referring back to, the property in question. This two way relationship distinguishes certain 

properties of the swatch as epistemically salient. MADE ON A MONDAY isn’t exemplified, despite the fact the 

swatch instantiates it. This is explained by the fact that in the typical scenarios in which the swatch is being 

used to show a customer the cloth options available, the day on which the swatch was made is of lit- tle 

interest. So it fails to refer back to this property. The same consideration applies to scientific models. As 

model-objects they instantiate various properties (where the term ‘property’ is construed liberally to include 

relations and higher order structural properties). And when a model user applies a particular interpretation 

to the object, it also refers back to some of them. When the interpretation is in terms that literally apply to 

the model-object, the notion of exemplification in the scientific context is the same as the one at work in the 

tailor’s swatch case. But not all instances of scientific representation work in this way. A ball-and-stick 

molecular model exemplifies how many holes each different coloured ball has, but this is interpreted as the 

valency of different kinds of atoms. The Newlyn-Phillips model exemplifies the flow of water from one 

reservoir to another, but this is interpreted using economic vocabulary as the movement of money from one 

area of the economy to another. We investi- gate the relationship between interpretations and 

exmeplification. Again, what grounds an interpretation of a model-object, and therefore the properties it 

exemplifies, depend on the background knowledge and assumptions at work in the discipline in question. 

Therefore this has to be established case-by-case. 

Key. It’s natural to think a model M represents a target T as thus or so when M represents T as having the 

properties M exemplifies. Sometimes this is indeed the case. The tailor could use the swatch to represent a 

customer’s suit as checkered. But the properties need not be carried over directly. A map, which exemplifies 

distances between points on its surface, represents target locations as being a scaled map distance away 

from one another. And the translation can be much more complicated than a linear scale. The relationship 

between the forces affecting model ships and those influcing the speed actual ships is highly complex due to 

the non-linear relationship between the surface area of the ship’s hull, and the effect that fluid viscosity has 

on its movement. In fact, there is much scientific value in coming up with a key that allows us to use such 

models in a useful manner (Sterrett 2006). Following Frigg (2010) we build the notion of a key into our 

account of scientific representation. Models come with a key (which again need to be investigated on a case-

by-case basis) with which to translate these the exemplified properties into ones that can be imputed onto a 

target system. 
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Imputation. The final condition required to establish that M represents T as thus or so is that the model 

user actively impute the properties that result from the application of the key onto T itself. We explain why 

denotation and (keyed up) exemplified properties don’t suffice by themselves to ensure that the model 

represents the target as having the result of applying the key. Again, like denotation, imputation can be 

analysed in terms of stipulation but may be mediated by more complicated disciplinary conventions. 

Once a model user has a adopted an interpretation to a model-object, if the aforementioned conditions 

are all met, then the model represents the target as having the properties that result from applying the key 

to the model’s exemplified properties. As should have been clear in the above discussion, our account is 

intended as providing an abstract framework in which to think about scientific representation. The notion of 

an interpretation, and the conditions 1-4, are abstract in the sense that they need ‘filling in’ in every instance 

of scientific representation (and we illustrate with various examples drawn from from both natural and social 

science). Our framework provides a novel way of thinking about scientific representation, and expands in 

detail on the idea that it should be thought of in terms of representation-as. 
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A Difference-making Account of Causation 
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I propose a difference-making account of causation that conceptually stands in the tradition of counterfactual 

approaches by adopting a definition along the lines of Hume’s famous statement: “we may define a cause to 

be an object followed by another, and […] where, if the first object had not been, the second never had existed” 

(Hume 1777, Sec. 7, §60). To this fundamental idea, the difference-making account adds context-dependence 

and a notion of causal irrelevance: in a context B, in which a condition C and a phenomenon A occur, C is 

causally relevant (irrelevant) to A, iff the following counterfactual holds: iff C had not occurred, A would also 

not have occurred (if C had not occurred, A would still have occurred). In the case of causal relevance, the 

definition is symmetric with respect to the roles of C and A. Thus, there is an issue regarding the direction of 

causation, which for lack of space cannot be addressed in this talk. 

According to the perspective of the difference-making account, causal (ir-)relevance is a three-place 

relation: a condition C is (ir-)relevant to a phenomenon A with respect to a certain context or background B 

of further conditions that are allowed to vary only if causally irrelevant. The restriction to a context B is 

required because there is no guarantee that in a different context B*, causal (ir-)relevance of C to A will 

continue to hold. Since the relevant conditions in the background can only rarely be made explicit, causal 

relations according to the difference-making account have a distinct ceteris-paribus character. 

A crucial difference in comparison with conventional counterfactual approaches to causation like that of 

David Lewis concerns the way the counterfactual conditional is evaluated. Lewis, for example, refers to the 

similarity between the actual and possible worlds, basically: ‘If C were the case, A would be the case’ is true, 

if some C-world where A holds is closer to the actual world than is any C-world where A does not hold (Lewis 

1973, 560). Here, a C-world is just a possible world in which C holds. For Lewis, the challenge is to find a 

proper construal of the notion of possible worlds and of the similarity between them. 

By contrast, the difference-making approach evaluates causal counterfactuals in terms of actual instances 

that differ only in terms of causally irrelevant conditions: ‘If C were not the case, A would not be the case’ is 

true with respect to an instance in which both C and A occur in a context B, if there exists at least one instance 

in which neither C nor A occurs and if there are no instances in which C does not occur but A occurs in contexts 

that differ from B only in terms of conditions that are causally irrelevant for A (except for conditions that are 

INUS- conditions for A in virtue of being INUS-conditions for C and conditions for which C is causally relevant 

and which are themselves causally relevant for A). Obviously, this construal of counterfactuals is inspired by 
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Mill’s method of difference. An analogous account can be given for the counterfactual ‘If C were not the case, 

A would still be the case.’ One should also define the truth-value for counterfactuals if there are no instances, 

in which C does not occur and that differ only in terms of irrelevant circumstances. For example, it may be 

the case that C belongs to a complex of conditions that occur only together. In such a case, nothing can be 

said about the causal relevance of C alone, only about the relevance of the factors in conjunction. 

The definitions of causal relevance and causal irrelevance are the basic building blocks of the difference-

making account. All other notions can be construed from these elementary definitions in terms of what one 

might call a specific causal signature. Consider as an example the notion of a causal factor C that together 

with some conjunct of other condition X causes a phenomenon A with respect to a background B. In terms 

of causal relevance and causal irrelevance, the causal signature of a causal factor is the following: C is relevant 

with respect to B∧X and causally irrelevant to A and ¬A with respect to B∧¬X; X is relevant with respect to 

B∧C and causally irrelevant to A and ¬A with respect to B∧¬C. 

Similarly, the notion of an alternative cause, that either C or some X can cause the phenomenon A with 

respect to a background B, can be explicated as follows: C is causally relevant to A with respect to a 

background B∧¬X, but causally irrelevant to A and ¬A with respect to a background B∧X; equally, X is causally 

relevant to A with respect to a background B∧¬C, and causally irrelevant to A and ¬A with respect to a 

background B∧C. 

Based on the notions of causal factor and alternative cause, the difference-making account can identify 

causation in terms of necessary and sufficient conditions for a phenomenon. More specifically, a cause 

established by this account can be formulated in terms of an INUS-condition (Mackie 1965), i.e. an 

Insufficient, but Non-redundant part of an Unnecessary but Sufficient condition, with the further 

requirement that these INUS-conditions must in general be seen relative to a context. Note that the account 

can also be extended to include functional relationships. 

I will discuss how the difference-making account fares with respect to several classic objections against 

the counterfactual and other accounts of causation like preemption, overdetermination, or chancy causation. 

An important issue concerns how to prevent that definitional and other obviously non-causal relations are 

identified as causal. Another question regards whether pragmatic aspects can be integrated into the account 

such as the distinction between causes and background conditions. Finally, I will discuss several problems 

that arise only for the difference-making account, especially with respect to the notion of causal irrelevance. 

In the end, it comes down to a matter of taste, if one prefers to classify such an account as a variant of 

the counterfactual approach to causation or if one considers the differences crucial enough to merit a proper 

name. To sum up, there are basically three main differences in comparison with conventional counterfactual 

approaches like the influential account of David Lewis: the construal of counterfactuals, the inclusion of a 

notion of causal irrelevance, and the introduction of background-dependence. The term ‘difference-making’ 

aptly reflects the fact that counterfactuals are evaluated not with respect to possible worlds but with respect 
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to actual situations that either really occur or are idealized from the actual world. Due to this and since no 

strong notion of intervention is required, the account is especially suited for contexts of application in which 

the evidence is mainly of observational nature such as in recent developments concerning a novel data-

intensive scientific methodology (compare e.g. Pietsch forthcoming). 
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One of the theses of scientific realism is that scientific theories represent facts about the world and that we 

have good reason to believe that our successful theories are approximately true descriptions of these facts. 

Αntirealists would agree with the first part of the conjunct but would disagree with the second. Because of 

this, a major part of the debate between realists and anti-realists has focused on the latter. This debate 

brought to light that the thesis that our successful theories are approximately true is linked to issues of 

reference. The realist argues that if the entities postulated by a theory exist (e.g. electrons, protons, DNA 

molecules, etc.) then the success of the theory that accounts for how they behave is best explained by its 

approximate truth. Since the entities a theory postulates are those things its terms refer to, reference 

becomes a necessary condition for the success and subsequently of the approximate truth of a theory. 

Antirealists also agree with the latter claim and, in fact, base one of their arguments that undermine the 

approximate truth of theories on the failure of theories to refer, e.g. when non-existent entities such as the 

ether are postulated by otherwise successful theories. 

In this paper I shall not engage in issues of reference that stem from this debate. I will focus instead on 

the first part of the realist thesis above and address the question: ‘How do our theories represent facts about 

the world?’ In science various means of representation are utilised. A diagram of an electric circuit represents 

its target; a graph of velocity plotted against time represents the acceleration of a particular body; a material 

construction of double helical structure represents a DNA molecule; a Feynman diagram represents a 

neutron decaying to a proton, an electron and an anti-neutrino; and a mathematical model represents the 

behaviour of a mass-spring system. No doubt, whether our scientific representations are diagrammatic, 

graphical, material, model-based, or other, they are important aspects of scientific inquiry; they enhance our 

understanding of the workings of physical systems and also enhance our understanding of abstract 

theoretical propositions. If one aims for a general theory of scientific representation then surely it must 

account for all these kinds of representation. The scope of my analysis, in this paper, is confined to 

mathematical models used in science to represent physical systems and the aim is to give an account for how 

such models represent their targets. There is something that makes these means of representation stick out 

from the rest of the group. This in my view is the fact that they are explanatory of their targets and that they 

yield knowledge about their targets. This claim will be clarified in the paper, where I shall argue that to 

understand the representational function of models it must be linked to their explanatory and epistemic 
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functions. This view of representation by scientific models will be contrasted to traditional views of 

representation. 

The view that the assertions of a scientific theory relate to the phenomena in a direct way has for long 

been explored in the philosophy of science and has been traditionally expressed through either of two ideas: 

1) that the deductive consequences of the theory stretch all the way to the phenomena or 2) that the theory 

represents the phenomena via its semantic models. The first, which was held by the logical positivists, is 

nowadays abandoned. The second, however, lives on in what has come to be known as the Semantic View 

of scientific theories. It is true that there are many instances in science where the view that a theory 

represents via its models is helpful in understanding how the theory relates to experimental measurements. 

To maintain, however, that this view provides the necessary and sufficient conditions for explicating how 

theories represent the phenomena in their scope, would restrict the scope of theories and would rule out 

many scientific models from having representational capacity. It is on the second kind of restriction of the 

Semantic View that I am interested, and in particular in that it would rule out historically successful quantum 

mechanical models that are initially constructed by the use of classical considerations and that at some 

appropriate point the classical functions are quantized. It would do so because such models cannot 

convincingly be regarded as directly related to quantum mechanics. In this paper I explore how modeling of 

the preceding kind is achieved by examining the liquid drop model of nuclear structure. I argue that importing 

such models into the theory rests not on a set of reductive rules by which to assign in a systematic 

theoretically justified way quantum mechanical properties to classical variables, but on an arbitrary heuristic 

that is based on a likewise arbitrary assertion that “this is a suitable place to go from the particular (i.e. 

classical function) to the general (i.e. quantum mechanical operator)”. This arbitrariness in our procedure of 

importing the model into the framework of quantum mechanics is warranted, I argue, primarily by the fact 

that the resulting model is successful in explaining the phenomena (i.e. the nuclear properties) and predicting 

experimental measurements. In view of this arbitrariness, I also argue that, the Semantic View fails to 

explicate how quantum mechanics -via the liquid drop model-offers a representation of the nuclear 

structure. On the other hand, the conception of “scientific representation” defended in this paper makes 

justice to how such models, as the liquid drop, represent their targets. 
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The current debate on the contingency of science has been shaped by a question that Ian Hacking asked 

within the context of his investigations concerning social constructivism: “How inevitable are the results of 

successful science?” (2000; see also 1999). In other words, if science as a whole is contingent—as social 

constructivist claim, and scientific realists deny—then it is possible to have alternatives S′, S′′, S′′′, etc., to our 

current science S which, as successful as S, yield results incompatible with those of S (call this the contingency 

thesis, and call its negation the inevitability thesis). The contingency thesis is widely regarded as a serious 

challenge for scientific realism: for if the results of a successful investigation of a certain subject matter are 

not inevitable, and alternative results are indeed possible, then the very hard-core of realism (there is a world 

out there which exists independently of our minds, and which our theories aim—and often manage—to 

describe, at least approximately) comes under fire. 

In this paper we argue that, in spite of the anti-contingency sentiment widespread among realists, cer- 

tain forms of realism are compatible with qualified versions of the contingency thesis. More specifically, we 

suggest that certain versions of realism—championed by such authors as Niiniluoto (1999), Kuipers (2000), 

and Giere (2006)—are compatible with what we call theoretical contingency. 

As we highlight in Section 2, one very sensible concern raised within the contingency vs. inevitability of 

science debate is that talk of the contingency of science may well boil down to counterfactual speculations 

concerning non-existent sciences. Indeed, claiming—as defenders of the contingency thesis do—that the 

history of science may well have taken a different route from the one it actually took, and that we may well 

find ourselves embracing the results of S′ instead of those of S, is one thing. However, actually creating an 

alternative science S′ from scratch, and ascertaining that S′ is indeed as successful as S, thereby proving the 

contingency thesis and rejecting the inevitability thesis, is quite another thing: such an undertaking goes far 

beyond the possibilities of a single scientist, and in any case it is something that has so far not been 

accomplished (see Trizio 2008; French 2008). 

In Section 3 we argue that, however, the task of addressing the issue of the contingency vs. inevitability 

of science no longer looks hopeless, as soon as, instead of discussing one all-encompassing contingency 

thesis, various contingency theses are considered. As a glimpse at the relevant literature suffices to reveal, a 

systematic, wide-ranging analysis of the notion of the contingency of science has not yet been performed, 

and there is not even an agreed upon terminology to describe the phenomena involved, so that different 
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authors addressing Hacking’s question seem to be after different senses of the notion of the contingency of 

science. But as suggested by Soler (2008) and Giere (2010), under the heading of the “contingency of 

science,” there is in fact a cluster of distinct although related concepts: one can distinguish, for instance, 

between metaphysical, methodological, conceptual, evidential, etc., contingency, and consequently, the 

question to be asked is whether the contingency vs. inevitability of science debate is not only a matter of 

degrees, but also of kinds (see especially Martin 2013, in which one finds what is to date the only attempt at 

a comprehensive taxonomy of the contingency of science). 

It is well-known that there are probably as many versions of scientific realism around as there are authors 

discussing the issue. Nevertheless, as we argue in Section 4, there is a recognizable brand of realism, 

represented for instance by such authors as Niiniluoto (1999), Kuipers (2000), and Giere (2006), which for 

want of a better word, may be termed “sophisticated.” In spite of other important differences among these 

philosophers, such brand of realism revolves around two claims: that the world can be described by 

indefinitely many conceptual systems, none of them enjoying a privileged status (call this the pliability thesis); 

and that not all the different conceptual systems that can be used to described the world will be equally 

successful, since the world offers resistance to some attempts to describe it (call this the resistance thesis). 

In Section 5 we propose an extension of Martin’s taxonomy and introduce the notion of theoretical 

contingency—a mild version of the contingency thesis which aims at capturing the insight that it is highly 

contingent what kinds of questions scientists ask in the course of the exploration of the world, and therefore 

the results of such exploration are contingent. As we argue, in view of the embrace of the pliability thesis and 

the resistance thesis, sophisticated forms of realism turn out to be compatible with theoretical contingency. 
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In this paper I discuss two philosophical questions regarding the main example of a holographic duality, 

namely, the so-called ‘AdS/CFT correspondence’: (i) The status of AdS/CFT as a model of quantum gravity, 

and, in particular, the question of background independence. (ii) The interpretation of the duality, developing 

an interpretational scheme that should be applicable to other examples of dualities.  

Recent developments in string theory are deeply transforming the way physicists think about gravity. In 

the traditional unification programme, gravity was a force meant to be treated on a par with the other forces: 

the aim was for a unified description of the four forces, and strings seemed to be of help because different 

vibration modes of the string give rise to different particles. With the advent of holographic ideas (see ’t 

Hooft (1993) and Maldacena (1997)), however, a slightly different view is emerging that seems to be both 

more concrete and more modest in its approach. The idea is that gravity admits a holographic reformulation 

that is generally not available in the absence of gravity. Gravity may therefore be a special force after all. On 

this view, the goal of understanding gravity at high energies now seems best conceptualised as consisting of 

two steps: 1) reformulate gravity (holographically) in terms of other forces; 2) use this reformulation to 

understand how gravity is quantised. Progress on the first step over the past seventeen years has been 

impressive; the developments on the second step have been more limited. 

If holographic dualities are true, they should be of interest to philosophers of physics. For a reformulation 

of a gravitational theory (even at the classical level, i.e. without taking quantum corrections into account) in 

terms of a quantum field theory is bound to offer new ways of asking questions, such as the nature of time, 

questions over conventionalism of space-time, etc., which are of interest to philosophers of physics. In this 

paper I will be concerned with a study of a question that is a necessary prolegomenon to the use of the 

duality to typical philosophy of physics questions, viz. the status of the duality itself. I will limit my scope to 

two aspects of the main example of a holographic duality, the so-called ‘AdS/CFT correspondence’, or 

AdS/CFT, for short. I will focus on a number of necessary conditions for AdS/CFT to be: 

1) a duality; 

2) a theory of quantum gravity. I will also address the question of: 

3) the interpretation of AdS/CFT. 



Abstracts   Poster Session 
Philosophy of the Natural Sciences 

 

440  

 

Regarding the first question, after providing a definition of a duality, I will give two conditions that must 

be met in order for AdS/CFT to be an example of a duality: the structures of the observables on the two sides 

of the duality should be complete and identical. In this paper I will focus on the completeness condition (the 

condition of identity was discussed in Dieks et al. (2015)). As to the second question, I will concentrate of one 

of the desiderata for any candidate theory of quantum gravity: background independence. In doing so, I will 

address some questions that have been raised in the literature as to whether AdS/CFT is background 

independent. Finally, I will move on to a discussion of the interpretation of the duality, and in particular which 

of the two theories (if any) should be held to be the more fundamental. A stance to be taken with respect to 

this question implicitly also indicates a heuristics for the research in theoretical physics, so that it is best to 

be well aware of the options that are available and the different assumptions they entail. 
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The possible existence of a closed timelike curve—a path in spacetime that takes a traveler to his own past—

gives rise to the possibility of serious paradoxes. The paradoxes of time travel demand a solution if we are to 

take seriously the possibility of the existence of CTCs. After all, the world can't admit of a physical situation 

in which the actions of a time traveler prevent the creation of his own time machine. The classical proposal 

for solutions to the time travel paradoxes simply states that such a situation could not obtain because it is 

inconsistent. That is to say, the classical solution is to impose a global property of self-consistency on the 

events in spacetime in order to rule out the possibility of paradoxical situations arising. 

David Deutsch argued in his 1991 paper “Quantum Mechanics Near Closed Timelike Lines” that, under 

certain assumptions, quantum mechanics can solve the paradoxes associated with time travel to the past. 

What bothered Deutsch about the classical solutions to these paradoxes was the element of 

superdeterminism implicit in them. Certain initial states of systems are ruled out by these classical solutions, 

in order to preserve a global consistency. This is at odds with what Deutsch identifies as one of the 

fundamental principles of the philosophy of science: that global constraints should not overrule our ability 

to act locally in accord with the laws of physics. He calls this the autonomy principle. The classical consistency 

condition violates this principle by disallowing certain initial trajectories of systems traveling along CTCs. 

Deutsch showed that taking quantum effects into account allowed for a solution to the paradoxes of time 

travel, without disallowing any initial states of the system. He showed that for any initial condition, there is 

a quantum fixed point solution representing a self-consistent physical state of the system. This is achieved 

by allowing for mixed quantum states to obtain on the CTC—a strategy to which solutions in the classical 

setting do not have access. 

The Deutsch closed timelike curve (D-CTC) model has been influential in the quantum foundations 

literature as a plausible candidate for how negative time delays would work in terms of information flow (see 

e.g. Brun et al 2009, and more recently Ringbauer et al 2014, and Bub and Stairs 2014). The operational 

features of the model are taken on board, and are considered to be unproblematic additions to the 

machinery of the quantum information approach. 

Presumably, the justification in doing this comes from the assumption that the multiverse on which 

Deutsch is relying in his description of the D-CTC model is the “multiverse" of the Everett interpretation of 
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quantum mechanics. If this were true, it could safely be ignored by those preferring an operationalist version 

of quantum theory, since the Everett interpretation is, after all, unmodified quantum theory. 

However, Deutsch is relying on the existence of a more general notion of the multiverse, wherein the 

universes are not generated as the result of the Schrödinger evolution of the universal wavefunction, leading 

to the branching-off of macroscopic worlds, as in the standard Everett picture. Rather, the individual 

universes in this case exist timelessly and in parallel, many identical with one another for at least some period 

of time. These are not the many worlds of the Everett interpretation. 

Part of the reason that this is confusing is that Deutsch refers to both of these objects by the term 

“multiverse”. For my purposes, I will refer to the collective many worlds of the standard Everett 

interpretation as the Many-Worlds Multiverse (MWM). These are the result of branching of the universal 

wavefunction via decoherence. I'll refer to this other multiverse concept as the Mixed-State Multiverse 

(MSM). The reason for this will become clear. These universes are a kind of parallelism of existent worlds. 

They are not generated by the evolution of the quantum state of the universe. They timelessly exist in parallel 

with one another. 

I will argue that a close analysis of the details of Deutsch's model shows that it cannot be so easily 

separated from his deep metaphysical commitments to the real existence of parallel universes. These parallel 

worlds are importantly different from the many worlds of the standard Everett interpretation, and as such, 

Deutsch's key structure is not supported by quantum theory. I will argue that the key mathematical object 

on which he relies for the success of his model represents a commitment to the existence of an infinite 

number of parallel worlds identical to the one from which the time traveling system is departing. 

I will argue that, for Deutsch this is a natural solution because he is predisposed to accept the existence 

of parallel worlds. But for those less ready to take on the metaphysics that underlie Deutsch's model, this 

presents a problem. The system that is confined to the CTC does all of the work to ensure the consistency of 

the solution. But it is in a state that does not arise from the evolution of the quantum system from its initial 

conditions. This amounts to another (albeit more localized) form of superdeterminism: the creation of a CTC 

ensures that there happens to be a system confined to the closed timelike loop, such that its interactions 

with the “chronology respecting" systems will yield an output that is allowed by the consistency condition. 

Finally, I'll address the following question: Is it still possible to adopt the purely operational features of his 

model? I'll argue that Deutsch uses the existence of MSM in the reasoning about the operation of the model. 

I'll show, by considering a simple example, that a purely operational acceptance of the D-CTC model would 

allow for predictions that Deutsch explicitly rules out. That is to say, Deutsch relies on features of the implicit 

underlying metaphysical picture when defining the effects of his model, and without this influence, different 

predictions are possible. 
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1. Introduction 

In the philosophical and scientific domain of knowledge about quantum theory, the study of the classical limit 

offers a twofold aspect to enquire. In the first place, it leads to a critical analysis of a kind of conceptualization 

which aims to describe the quantum-classical transition of physical systems. In the second place, it offers a 

scenario of remarkable philosophical interest for the study of the inter-theoretical relationships at the 

epistemological and ontological levels. 

The rigorous formulation of quantum mechanics was achieved after a series of papers by von Neumann, 

Jordan, Hilbert and Nordheim (Lacki 2000) where projection operators play a key role in the axiomatization. 

This is due to the spectral decomposition theorem (Reed and Simon 1972; Redei 1998), which associates a 

projection valued measure to any quantum observable represented by a self adjoint operator (von Neumann 

1996). The set of projection operators can be endowed with an orthomodular (non-Boolean) lattice structure 

(Birkhoff and von Neumann 1936; Kalmbach 1983) and was named quantum logic, in contrast with the 

distributive structure of classical propositional systems (Dalla Chiara Giuntini 2004). This approach allows to 

compare quantum and classical systems by putting them in a common mathematical framework. Also, it is 

possible to use it to provide a solid axiomatic foundation for quantum mechanics and to explain in an 

operational way many of important features of the Hilbert space formalism (von Neumann 1996; Varadarajan 

1968, 1970; Piron 1976; Mackey 1963; Jauch 1968). In this approach, a key role is played by Piron’s 

representation theorems (Piron 1976; Soler 1995; Stubbe and Steirteghem 2007). 

But it turns out that the quantum-logical approach has not addressed, up to now, of the dynamical 

transformation in the logic of a system. But the classical limit process offers the possibility of studying the 

transition from the Boolean logic of classical systems and quantum logic of quantum systems (Fortin and 

Vanni 2014). 

 

2. Decoherence and quantum logic 

In the standard approach (see Zurek 1981, 2003; Schlosshauer 2007), the classical limit is reached by the 

effect of the environment in the system: a large number of quantum systems interacting with a system is 

responsible of the selection of a preferred basis and the vanishing of the off-diagonal elements of the density 
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matrix in this basis. But there exists a more general approach which allows for the possibility of studying the 

classical limit in terms of the evolution of mean values of relevant observables of the system (Castagnino, 

Fortin, Laura and Lombardi 2008). 

The complete description of a quantum system involves non-commutative operators and as a 

consequence, the lattice of quantum properties is non-distributive (Bub 1997; Cohen 1989). On the other 

hand, for classical systems, operators associated with properties commute with each other (the algebra of 

functions on phase space is commutative); thus, classical properties are distributive (Birkhoff and von 

Neumann 1936). According with recent works (Kiefer and Polarski 2009; Fortin and Vanni 2014) there are 

certain quantum systems which, under certain particular conditions, evolve in a special way: although initially 

the commutator between two operators is not zero, due to the time evolution it tends to zero. In other 

words, non-Boolean lattices become Boolean. 

 

3. Classical limit of algebras and probabilities 

On the basis of this observation, in this work we study the classical limit from a logical perspective by studying 

how the logical structure of quantum properties corresponding to relevant observables acquires Boolean 

characteristics. Call B(H ) to the set ofbounded operators acting on the Hilbert space H. We start with a 

definite subalgebra A ⊆B(H ), representing the initial accessible observables of the system. In the general 

case, A will not be necessarily Boolean. Next, we study the time evolution of A, Ut AUt , and its associated 

projection lattice P(Ut AUt ), for a unitary time evolution Ut. We show that depending on the special features 

of the chosen algebra A and the Hamiltonian of the system, the limit algebra will be Boolean only if the 

classical limit is reached. We also discuss the time evolved algebras for general quantum channels, i.e., for 

evolution operators which are not necessarily unitary. This approach allows us to discuss philosophical 

aspects of the classical limit by analyzing the projection lattices associated to these time evolved algebras. 

At the same time, the study of the projection lattices associated to time evolving algebras allows us to 

analyze the evolution of the probabilities governing the system. As is well known, the Born’s rule, out of 

which all the relevant probabilities in QM are computed, can be understood (using Gleason’s theorem 

(Gleason 1957)), as a non- commutative probability measure in an orthomodular lattice (Kalmbach 1983). In 

other words, as a measure in the logic of the system (Rèdei and Summers 2007; Holik, Plastino and Sáenz 

2014). By studying the time evolution of the logic, we address the problem of the evolution of the 

probabilities and the measures of uncertainty, such as entropy. In particular, we find that for all relevant 

purposes, the von Neumann’s entropy becomes the Shannon’s one in the limiting case. 

An important advantage of this perspective lies in the fact that there is a clear criteria for classicality: if 

the limit algebra is Boolean, the classical limit will be reached. We will be particularly interested in the time 

evolution of the actual underlying logic of the system and in obtaining a visual picture of this evolution using 

Hasse diagrams (Kalmbach 1983; Dalla Chiara and Giuntini 2004). This allows for a clear view of how the 
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classical limiting process takes place. This is done by discussing the classical limit in simple models, such as a 

Hamiltonian with continuous spectra in the self induced approach, the two slit experiment and the Mach-

Zender interferometer. Despite its simplicity, the study of these models under the light of our approach may 

be of importance in the understanding of quantum information theory and the open interpretational 

problems related to the quantum to classical transition (see Schlosshauer 2007, Chapter 8). 
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Since the 1970s, the ballpark figure of the predicted temperature increase due to manmade greenhouse gas 

emissions is roughly the same and ranges around 2 degrees Celsius over the course of the 21st century 

(Maslin/Austin 2012). The details, however, of how the climate reacts to human activities are fraught with 

great uncertainties (cf. Hanson 1996). Between the Fourth Assessment Report of the IPCC in 2007 and the 

current Fifth Assessment Report climate scientists have devoted considerable attention to the question as to 

how to deal with various types of uncertainties. This in particularly led to a very rich and nuanced treatment 

of uncertainties in the current report of working group one of the IPCC, which is concerned with the physical 

science basis (IPCC 2013). These scientific efforts resulted in an increased understanding and an improved 

methodological treatment of parameter and model uncertainties in climatology that stands out within the 

sciences. Therefore climatology provides an excellent study case for epistemological considerations about 

uncertainty more generally. 

In addition to advances in climatology itself, progress as regards dealing with climate-model uncertainties 

was also made within policy making: Over the last decade or so, there has been an increased understanding 

amongst governmental bodies and policy advisers that uncertainties are inevitably connected with climate 

modelling (Smith/Petersen 2014). Both mitigation and adaption measures hinge on input from climate 

models. Here, the best available scientific knowledge in the field not only comprises the knowledge of the 

expected increase in global mean temperature, for example, over the course of this century and the 

anthropogenic impact on global warming, but also understanding of the uncertainty of these so-called 

climate projections (e.g. Hillerbrand 2010). Uncertainties up to now are, however, mostly recognized in the 

political discourse in form of probability estimates. However, at least some of the aftermaths of greenhouse 

gas emissions cannot be captured in terms of probabilities. Policy making hence still needs to catch up with 

the sciences when it comes to incorporating the uncertainties of scientific findings into the decision process. 

But even this would not suffice for an adequate approach to uncertainty: Taking up a discussion started by 

Rudner, Churchman and later Douglas, Winsberg (2012) and others argue that for climate change a clear-cut 

distinction between normative assessment on the level of policy making and climate modelling in the 

empirical sciences does not exist. Instead social and moral values also enter the more descriptive analysis. 
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This paper addresses how recent developments in virtue epistemology may help to improve assessment 

of uncertainties in the sciences themselves and thus advance decision-making in the light of uncertainty. 

Here the focus is put on two problems, namely: the lack of quantitative probability estimates as well as the 

intertwining of epistemic and social or ethical issues. Virtue epistemology quite generally searches for 

epistemic norms by studying (hypothetical) virtuous agent. In contrast to more common approaches that 

focus on epistemic rules and methods, virtue epistemology looks at certain “inner” qualities of such agents. 

This paper begins by asking as to how the discourse as to deal with uncertainties between the forth and the 

current fifth IPCC report (eg. Mastrandrea et al. 2010, Adler/Hirsch Hadorn 2014) can be reconstructed from 

the viewpoint of virtue epistemology and what is missing from the virtue- epistemic point of view. Special 

attention is given here to responsiblism and Neo-Aristotelian approaches to virtue epistemology (Zagzenbski 

1996). Note that sometimes the latter is seen as special variant of the former. The reason to zoom in on these 

two strands of virtue epistemology is twofold. Firstly, particularly responsiblism zooms in on the central role 

of epistemic communities in knowledge generation; the IPCC authors, reviewers and commentators can be 

seen as such a community. Secondly, in contrast to reliabilism, another current trend in virtue epistemology, 

both responsiblism and Neo-Aristotelian approaches are more complex: Their evaluative measures include 

knowledge that combines epistemological and ethical qualities. This seems well suited for complex applied 

sciences such as climatology where scientific findings directly impact on political decision-making and certain 

social and moral norms impact on the scientific analysis. Particularly the strong role of the phronesis as it can 

be found in L. Zagzenbski’s work will be investigated. A first task of the phronesis is to distinguish certain 

possible impacts on the climate system as ethically relevant. A second task of the phronesis is the application 

of (general) rules. Thus the phronesis arbitrates between, for example, general guidelines on how to deal and 

a specific decision context. As virtues are character traits that can be acquired and trained, the virtue 

epistemological view on climatology may help to improve the understanding of uncertainties and the 

decision making for which the uncertain scientific findings are used. In addition, the epistemically virtuous 

scientists may also provide a way to increase warranted trust into climate projections among the general 

public (cf. discussion within medical ethics on epistemic virtues, eg. Marcum 2009). 
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Recently, Roger Colbeck and Renato Renner (C&R) have claimed that “[n]o extension of quantum theory can 

have improved predictive power” [3,5]. If correct, this is a spectacular no-go theorem for hidden variable 

theories, which is much more general then the theorems of Bell [1] and Leggett [7]. The claim implies that if 

a quantum state is supplemented with hidden variables, the values of these variables have no bearing on the 

probabilities of measurement outcomes. Such a claim is relevant for the question, famously raised in 1935 

by Einstein, Podolsky and Rosen [6], whether quantum mechanics is a complete theory. If it is not possible to 

introduce additional variables that have any connection to measurement outcomes, it seems such variables 

are redundant and can be discarded. This suggests that the quantum state itself, without additional hidden 

variables, gives a complete description of a physical system. Indeed, elsewhere C&R have used the above 

claim to conclude that the quantum state of a system is in one-to-one correspondence with its elements of 

reality [4]. 

Unfortunately, the derivation of C&R suffers from some major issues. Because of this, their work has not 

been widely accepted; instead, it has mainly been criticized [8,10]. In short, the derivation is hard to follow, 

additional assumptions seem to be necessary, and mathematically the derivation is inaccurate and 

incomplete. In our opinion, however, to a large extent C&R’s result can be upheld. Most of the response has 

been negative, dismissing the result because of the above shortcomings. Instead, in this paper we start from 

scratch and perform a derivation avoiding these shortcomings, to see what remains of C&R’s claim. The result 

is a theorem that is less general, but better founded, namely a no-go theorem for hidden variable theories 

satisfying Parameter Independence. The condition of Parameter independence is a locality condition, first 

introduced in [12]. In our case it means that, when considering two subsystems of a composite system, 

probabilities of measurement outcomes for one subsystem are independent on what measurement is being 

performed on the other subsystem. 

Before turning to our own derivation, we name three of the problems of C&R’s derivation. First, it involves 

an assumption called “Freedom of Choice”. As the name suggests, this is an assumption involving the 

independence of the experimenter’s choice of settings when performing a measurement. But in the way C&R 

define this assumption, a no-signaling condition is actually presupposed, making the assumption much less 

innocent than it sounds. When using this definition, any hidden variable theory violating Parameter 
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Independence, such as Bohmian Mechanics, is immediately ruled out. The use of this assumption has been 

criticized previously [8,10]. Second, the derivation of C&R is hard to understand. This is aptly illustrated by 

quoting Valerio Scarani, of the Centre for Quantum Technologies at the National University of Singapore [11]: 

“Beyond the case of the maximally entangled state, which had been settled in a previous paper, they 

prove something that I honestly have not fully understood. Indeed, so many other colleagues have 

misunderstood this work, that the authors prepared a page of FAQs [2] (extremely rare for a scientific 

paper) and a later, clearer version [5].” 

The case of the maximally entangled state Scarani refers to corresponds to a more limited result that only 

concerns measurements on subsystems of a bipartite system prepared in a Bell state. This result states that 

not only the quantum mechanical outcome probabilities of such measurements equal 1/2, but also the 

outcome probabilities in any hidden variable theory equal 1/2. Some authors (see for example [9]) appear to 

have understood C&R’s theorem as consisting of only this result, which, as Scarani already points out, had 

been derived before. Actually, for C&R this is only the first step in proving the much more general theorem 

that probabilities in hidden variable theories are always equal to the quantum mechanical probabilities. 

Third, mathematically the derivation is far from accurate and complete. This is partly obscured by the fact 

that the derivation is spread among multiple papers and supplementary sections. For example, more than 

once in their derivation C&R prove something that only holds approximately, and then subsequently use this 

as if it holds exactly. 

C&R’s derivation cannot be easily repaired just by filling in some missing steps. It turns out that at some 

points, a whole different proof strategy must be used than what is suggested by C&R. Therefore, we start our 

derivation from scratch. The issue surrounding the “Freedom of Choice” assumption can be circumvented by 

explicitly assuming Parameter Independence. This is why our result is limited to hidden variable theories that 

satisfy Parameter Independence. In terms of completeness, this means that quantum mechanics cannot be 

made more complete by adding hidden variables, without giving up Parameter Independence. 

Our derivation is presented in five steps, where the result of each step is stronger than that of the previous 

step: 

1. Redundancy of hidden variables for local measurements on Bell states 

2. Redundancy of hidden variables for local measurements on higher-dimensional maximally entangled 

states 

3. Redundancy of hidden variables for local measurements in the Schmidt basis, on states where the 

Schmidt coefficients are square roots of rational numbers 

4. Redundancy of hidden variables for local measurements in the Schmidt basis, on bipartite states with 

any Schmidt coefficients 

5. Redundancy of hidden variables for any measurement 
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Furthermore, we highlight the main differences with the derivation of C&R and discuss some possible issues 

in the derivation, as well as some foundational consequences of the result. 

 

References 
Bell, J. S., The theory of local beables, Epistemological Letters, 9, March 1976; reprinted in Dialectica, 39, 85  

(1985) 
Colbeck, R., Frequently asked (and answered) questions for “Quantum theory cannot be extended”, URL:  

http://perimeterinstitute.ca/ personal/rcolbeck/FAQ.html, retrieved on November 13, 2014 (2010) 
Colbeck, R. and Renner, R., No extension of quantum theory can have improved predictive power, Nature  

Communications, 2, 411 (2011) 
Colbeck, R. and Renner, R., Is a system’s wave function in one-to-one correspondence with its elements of  

reality?, Physical Review Letters, 108, 150402 (2012) 
Colbeck, R. and Renner, R., The completeness of quantum theory for predicting measurement outcomes,  

arXiv:1208.4123 (2013) 
Einstein, A., Podolsky, A. and Rosen, N., Can quantum-mechanical description of physical reality be  

considered complete?, Physical Review, 47, 777 (1935) 
Leggett, A. J., Nonlocal hidden-variable theories and quantum mechanics: An incompatibility theorem,  

Foundations of Physics, 33, 1469 (2003) 
Leifer, M. S., Is the Quantum State Real? An Extended Review of ψ-ontology Theorems, Quanta, 3, 67 (2014) 
Di Lorenzo, A., Determination of hidden-variable models reproducing the spin singlet, Physical Review A, 86,  

042119 (2012) 
Ghirardi, G. and Romano, R., About possible extensions of quantum theory, Foundations of Physics, 43, 881  

(2013) 
Scarani, V., Physics and the Bumper Sticker, URL: http://spreadquantum.wordpress.com/  

category/academic-advices/paper-writing/, retrieved on November 13, 2014 (2013) 
Shimony, A., Controllable and uncontrollable non-locality, in Search for a naturalistic world view, volume 2,  

Cambridge University Press (1993) 
  

http://perimeterinstitute.ca/
http://spreadquantum.wordpress.com/


Abstracts  Poster Session 
 Philosophy of the Life Sciences 

 

452  

Philosophy of the Life Sciences 

Room 34, Thursday / Friday / Saturday 11:30 – 12:00 

 
Serendipity and Epistemic Merits of Use-Inspired Research 

 

BAPTISTE BEDESSEM 

Laboratoire PPL 

baptiste.bedessemp@gmail.com 

STÉPHANIE RUPHY 

Laboratoire PPL 

stephanie.ruphy@wanadoo.fr 

 
Serendipity is usually described as the faculty to make unexpected discoveries by cleverly using surprising 

facts (Cannon, 1965). A serendipitous discovery is thus characterized by the attention paid to unexpected 

observations, which leads a well-prepared mind to build an original explicative hypothesis (R-K. Merton, 

1949). This notion is widely used nowadays since it has crucial epistemological and practical implications. 

Notably, serendipity is often cited to defend the ideal of free inquiry and scientific autonomy (Catellin, 2013). 

The argument presented works as follow: serendipity is a major process leading to scientific discoveries and 

inventions; scientific autonomy favors serendipity; then the accumulation of new knowledge, and the 

dynamics of innovation, strongly depend on the liberty given to the scientists in choosing the directions of 

their research. 

As a consequence, all form of limitation of autonomy is seen as epistemologically harmful. A concrete 

case of such a limitation was described by Vannevar Bush (Bush, 1945), in the frame of an opposition between 

pure and applied science: the presence of practical objectives exerts a pressure on scientific autonomy. By 

imposing the resolution of practical problems, applied, or use-inspired research, would destroy the optimal 

conditions for serendipity to act. 

However, it is well known that serendipity often acts into use-inspired science to generate inventions: 

from Inkjet Printers to Velcro, examples of new technologies derived from a serendipitous process are 

numerous (P.Thagard, 1999, 2011). From this simple remark, an interesting question arises: in the frame of 

use-inspired research, can serendipity act to generate fundamental discoveries? This problem leads to a more 

fundamental one, which questions the epistemological properties of pure and applied science: is serendipity, 

as a logic of scientific discovery, specific of an autonomous science? 

The aim of this presentation is to discuss the relevance of the link intuitively made between serendipity 

as a tool for increasing scientific knowledge, and a pure science (not directly connected to practical goals). 

Our answer aims at identifying the optimal conditions for serendipity to act, in order to compare the ability 

of pure and use-inspired research to fulfill them. We use two examples in medical research (cancerology and 

psychiatry) to illustrate our views. 
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Following R-K Merton (R-K. Merton, 2004), we first propose a consensual four steps description of the 

serendipitous process. An unexpected observation (a) stimulates the curiosity of the scientist (b), who 

formulates an hypothesis (c) and validates it (d), leading to new knowledge. We show that we can derive 

from this description three optimal conditions for serendipity to act: the epistemic diversity of the inquiry, 

the ability of the researchers to pay attention to unexpected facts, and their attraction for fundamental 

understanding. We then consider each of these points in the frame of a distinction between pure and use-

inspired research. 

The epistemic diversity plays a role through the first step of the process, that is to say the occurrence of 

facts which could be the starting point of a serendipitous discovery. It seems reasonable to suppose that the 

frequency of such initiators increases with the diversity of the paths explored by the scientists. It is an 

argument often used to defend the epistemic value of free inquiry (Wilholt, 2010; Ruphy, 2016). We discuss 

this point using the notion of pragmatic pluralism recently developed by H.Longino (2013). In the case of the 

study of human behavior and mental pathologies, she argues that pure science is not tolerant to pluralism 

since it creates sterile conflicts focused on incompatible philosophical opposition, such as nature vs. culture. 

We show that a similar situation can be found in cancerology, where an artificial debate between 

reductionism and holism structures the search for a fundamental understanding of the disease. 

On the contrary, the frame of use-inspired research, by focusing on the treatments, would be more able 

to accept a plurality of approaches. As a consequence, it multiplies the apparition of surprising facts-that is 

to say facts which cannot be explained within the current state of knowledge. Examples taken from the 

history of cancerology are used to illustrate this view. 

The second point deals with the psychological state of the scientist: is she able to catch surprising facts? 

We argue that this question cannot be easily used to defend a privileged link between serendipity and pure 

science. Notably, the huge number of serendipitous inventions made in the frame of use-inspired research 

shows that an argument based on the ability to be impressed by surprising facts would certainly be difficult 

to build. 

The third point is more problematic. If, as we concluded, use-inspired research favors the occurrence of 

unexplained facts, are they effectively used to build fundamental knowledge? It is widely held that 

serendipity can act as a logic of discovery only if the search for truth is a priority in scientist's mind (Cannon, 

1965). To deal with this argumentative line, we adopt Peirce's view: the formulation of a new hypothesis 

leading to a serendipitous discovery needs an abductive reasoning (Tiercelin, 1993). We argue that it is not 

required to explicitly search for a fundamental understanding to construct this new abductive hypothesis. It 

can emerge indifferently from pure or use-inspired research, using a common pool of knowledge built in the 

frame of autonomous or finalized science. 
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To illustrate this view, we detail how was built the genetic theory of cancer (Somatic Mutations Theory). 

In particular, we show how three types of research (pure, use-inspired and applied) contributed to the 

abductive formulation, in a highly finalized context, of the SMT hypothesis. 

This work thus provides interesting tools to compare the epistemic merits of pure and use- inspired 

research, in the specific frame of medical sciences. By identifying three conditions for serendipity to act 

efficiently (epistemic diversity, psychological state of the scientist, and desire to build new knowledge), we 

question the relevance of some a priori intuitions which makes pure science to be the privileged space of 

serendipitous discoveries. 
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In this paper we discuss a specific type of functional explanation used in biology to explain the presence of 

traits, called ‘design explanation’, and compare this model of explanation with mechanistic explanations of 

traits. We argue that design explanations provide a key explanatory element to construct “individual level” 

mechanistic explanations of traits, and provide plausibility constraints on the construction of mechanistic 

“lineage” explanations of the evolution of traits. In-depth analysis of design explanations thus offers means 

to extend and refine the mechanistic program to the explanation of (adaptive) traits. 

It seems uncontested that mechanistic explanation is an important model of explanation in biology 

(Craver 2007; Barros 2009; Calcott 2009; Illari and Williamson 2010). What are called ‘design explanations’ 

have received far less attention in the philosophical literature (Wouters 2003, 2007 is a notable exception). 

Despite this ‘relative neglect’, biologists frequently construct design explanations and consider them a 

relevant explanatory asset (e.g., Götmark 1987, Karl & Fischer 2012). This invites the question how design 

explanations relate to mechanistic ones. We take up this issue here. 

Wouters (2007) argued for the complementarity of mechanistic and design explanations by showing that 

the latter spell out constraints on what sort of mechanisms can exist. We expand this comparative work in 

two ways. We argue that i) design explanations are required to construct “individual level” mechanistic 

explanations for advantageous traits (Barros 2009), and ii) provide plausibility constraints on the construction 

of mechanistic “lineage” explanations of the evolution of traits (Calcott 2009). 

Design explanations explain why organisms have specific traits (rather than other ones) in terms of the 

advantages that such traits offer to an organism, where advantage is understood in terms of higher life 

chances (Wouters 2007). Advantages are often assessed in terms of counterfactual comparisons between 

extant organisms in possession of certain traits and hypothetical organisms which are similar in all respects, 

accept that they lack the trait in question (Wouters 2003, 2007). For instance, the giant eyes of giant deep 

see squid are shown to be advantageous by comparing giant squid with giant eyes with hypothetical ones 

having smaller eyes; large eyes enable the detection of predators (sperm whales), which would not be 

possible or less efficient if the squid were to have smaller eyes (cf. Nilsson et al. 2012). Such advantages 

offered by traits are further explained in terms of ‘functional dependence relations’, which relate advantages 

offered by a trait to contextual conditions (Wouters 2007, p. 76). In the case of giant squid, the advantage of 

large eye-size is explained, inter alia, by the fact that large eyes reduce diffraction blurring and allow for a 
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higher flux of photons. This, in turn, allows for smaller contrasts to be detected, thereby making it possible 

to detect large prey by the bioluminescence they cause in a dark pelagic habitat (Nilsson et al. 2012, p. 683). 

In such explanations, the presence of specific traits is explained at the organismal level and in a-historic 

fashion. 

Interestingly, “individual level” mechanistic explanations – explanations pitched at the level of specific 

organisms – have also been invoked to explain the presence of traits in terms of the advantages that they 

confer. Barros (2009), for instance, argues in terms of a case on crab-snail predation dynamics that 

characterizations of crab predation-mechanisms on snails with low and high-spired shells explain why low- 

spired shells confer an advantage on snails that have this trait: they enable better performance of the 

defense- role than high-spired shells, i.e., they increase the life chances of snail individuals. The difference 

with design explanations is that biological advantage here gets explained in terms of characterizations of crab 

predation- mechanisms on snails with low and high-spired shells, rather than in terms of functional 

dependence relations. 

We argue that something important is missing in Barros’ analysis. The conclusion that specific traits offer 

specific advantages is not warranted, since mere specification of the operation of a mechanism – here, crab 

predation mechanisms – does not reveal why traits, here thick low-spired shells of snails, offer an advantage: 

the conditions – functional dependence relations – that need to be in place in order for a trait to confer an 

advantage are not specified. In this case, inter alia, contextual relationships between internal conditions of 

thick shells and external conditions of crab presence – thick shells only offer an advantage when predator 

crabs are present. Of course such constraints are in the background of crab predation-mechanism 

characterizations, yet since these are not listed in individual level mechanism characterizations, the 

conclusion Barros’ draws does not follow. Explicit specification of the relevant functional dependence 

relations is required. Design explanations therefore provide a necessary complement to construct “individual 

level” mechanistic explanations for advantageous traits. 

Moreover, mechanism characterizations do not specify functional dependencies, since functional 

dependence relations are non-causal synchronic relations (Wouters 2007). They list synchronic constraints, 

internal and external conditions, that need to obtain for a trait to confer a biological advantage. Yet, the 

relationships between these constraints are not to be construed causally: e.g., intervening to change the 

thickness of the shells of given snail individuals has no direct impact on crab presence, and neither vice versa. 

In other words, they are ‘not invariant change-relating generalizations’ (Wouters 2007, p. 75). 

Design explanations can also be heuristically useful for constructing mechanistic lineage explanations. The 

aim of lineage explanations is to detail plausible trajectories of change in a lineage of biological mechanisms 

over time: they list incremental, step-by-step, changes to components of mechanisms, i.e., changes in the 

way mechanisms produce some phenomenon (Calcott 2009). 
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Both considerations of adaptive value and the existence of morphological variants found in nature may 

provide plausibility constraints on the modeling of changes in lineages of mechanisms over time (Calcott 

2009). Design explanations may offer further plausibility constraints by connecting these two constraints, 

since they enable showing that variants found in nature, and depicted in a lineage, indeed are advantageous. 

Design explanations, hence, also provide a relevant complement to mechanistic linage explanations. 
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This paper will examine the role that natural kinds play in psychology and cognitive science, and ask whether 

folk psychological kinds are capable of fulfilling this role. I will first specify what I mean by natural kinds and 

folk psychological kinds, and then argue that the latter are not suitable for the job required of natural kinds 

in the psychological sciences. Whilst folk psychological kinds constitute what Hacking calls “human kinds”, 

this is insufficient to qualify them for full natural kind status, even in the limited capacity outlined in this 

paper. Furthermore, the use of folk psychological kinds threatens to systematically undermine both 

theoretical and experimental work in psychology and cognitive science. For this reason, I will conclude that 

a concerted effort is required in order to develop new conceptual categories that more accurately reflect our 

understanding of the human cognitive system. 

Natural kinds terms play a central role in scientific discourse and practice, regardless of whether or not 

they are referred to as such. By this I simply mean that the projectable predicates required for inductive 

inference resemble what we typically think of as natural kinds (cf. Quine 1970). This fact alone does not entail 

any stronger claims about the ontological or metaphysical status of natural kinds. It is also important to 

acknowledge the pragmatic (or perhaps sociological) importance of natural kind terms (Wikforss 2010, 

Brigandt 2011, and Khalidi 2013 come to similar conclusions), even if one were not interested in the broader 

philosophical debate. 

It is typically the case that the projectable predicates deployed by a science will, in the first instance, 

follow the example set by intuitive folk taxonomies (Gopnik & Schwitzgebel 1998: 78---9). In physics and 

chemistry we began with the observable properties of objects, in biology we began with obvious 

environmental and physiological groupings, and in psychology and cognitive science we typically begin with 

folk psychological taxonomies. A key difference here is that whilst physics, chemistry, and biology have all at 

least partially transcended their folk taxonomical beginnings, in the psychological sciences we are by and 

large still stuck with folk psychology. We must ask, therefore, whether the folk psychological taxonomy is fit 

for purpose. 

Whilst there is no general agreement as to which account of natural kinds is correct, it is at least broadly 

acknowledged that to be fit for purpose in the biological and psychological sciences, an account of natural 
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kinds should allow for a degree of flexibility in membership conditions. Either we find such an account, or we 

must conclude that the kinds of biology and psychology are not natural kinds. A promising candidate for such 

an account is some version of the homeostatic property cluster theory, which claims that (at least some) 

natural kinds consist of regularly co-occurring clusters of properties along with a homeostatic mechanism 

that explains the co-occurrence of those properties (see e.g. →Kornblith 1993: 35, Boyd 1999, Magnus 2012). 

Accounts of this kind are fairly liberal, and for the purposes of this paper I will take them as a yardstick against 

which to measure the success of folk psychological kinds. If they fail here, then they are unlikely under any 

more stringent account of natural kinds. 

There are two reasons to think that folk psychological kinds might not be natural kinds. The first has to do 

with the extent to which folk psychological explanation and discourse varies across cultures and languages. 

Given that different cultures draw on different taxonomies when attributing mental states (see e.g. Lillard 

1998, Turner 2012), it seems that we cannot simply read off a ‘correct’ taxonomy that will correspond to the 

natural kinds of psychological science. Of course it might be the case that genuine psychological kinds will 

correspond to some folk psychological kinds, but, prior to experimentation, there is no way of knowing which 

these will be. We certainly cannot assume that the folk psychological kinds of our own culture or language 

will correspond precisely to the kinds of a finished psychological science. 

The second reason for thinking that folk psychological kinds are not natural kinds will apply even if one 

was able to uncover some cultural universals that were not vulnerable to my first argument. By and large, 

folk psychological kinds are not suitable for fine---grained scientific enquiry. Consider the archetypal folk 

psychological kinds, belief and desire. Whilst they are prevalent in philosophical thought experiments, these 

terms rarely feature in scientific psychology. When they do appear, they are used to refer to a far more 

disparate set of concepts than the folk kinds encompass (see e.g. Krueger & Grafman 2013). This means that 

folk psychological kinds are disjunctive in a way that is ruled out by most contemporary accounts of natural 

kinds (see e.g. Khalidi 2013: 89---92). Without further refinement, folk psychological kinds are not suitable 

for the role required of natural kinds in the psychological sciences (i.e. projectability across different 

domains). 

Given that folk psychological kinds appear not be natural kinds, what kind of a thing are they? They 

certainly appear to be projectable in at least some non-scientific context, such as when they are used to 

predict the coarse-grained behaviour of conspecifics. It is explanatory power in this sort of context that 

defenders of folk psychological kinds tend to appeal to. However, it is also precisely this sort of context that 

introduces the problems raised by Hacking with regard to what he calls “human kinds” (1995, 2006). Folk 

psychological kinds are only projectable in social contexts, where they are dependant upon the looping 

effects described by Hacking and more recently explicated by Zawidzki (2013) as “mindshaping”. That is to 

say, folk psychological kinds only have explanatory power when the very act of using them enforces their 

own validity by shaping the way in which we behave and think. They lose this explanatory power as soon as 
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we descend below explanation in the social domain, and as such are ill suited for the role required of natural 

kinds in any more general account of psychology and cognitive science. We must therefore look elsewhere 

for a psychological taxonomy that is fit for purpose. 
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Under the influence of the work of Hanson (1958) and Kuhn (1962), many philosophers of science espoused 

the view that cognitive states determine what we perceive. Perception became theory-laden, conceptually 

modulated, and cognitively penetrated (CP). In parallel, Sellars (1956) attacked one of the main ‘dogmas’ of 

classical empiricism, to wit, the view that perception functions independently of concepts and delivers to us 

the world without any conceptual influences. This ‘given’, empiricists thought, can be used as a neutral basis 

on which to provide justification or rational support, and determine the truth, of perceptual beliefs and 

scientific theories. The rejection of this assumption undermined the justificatory role of perception in 

grounding beliefs since the fact that prior beliefs can affect perception may introduce a form of confirmation 

bias that is, epistemically speaking, problematic. Undermining the justificatory role of perception paved the 

way to constructivism. Epistemological Constructivism argues that our experience of the world is mediated 

by our concepts. Thus, we cannot examine directly which aspects of objects belong to them independently 

of our conceptualizations. This clashes with epistemological realism’s thesis that perception relates mind-

independent objects and us. 

CP is thought to encompass cognitive influences on perception, where cognition is widely understood so 

as to include emotive states, such as desires, hopes, etc. Not all cognitive influences are deemed to be cases 

of CP. One should, therefore, explain which cognitive effects constitute cases of CP. Moreover, discussions 

concerning the effects of the CP of perception for the epistemic role of perception in grounding beliefs center 

on whether the cognitive effects diminish the justificatory role of perception by rendering it less sensitive to 

the data and less reliable. When this happens, CP epistemically downgrades perception. CP downgrades 

perception because it affects perceptual processing in a way that renders the percept, the output of 

perception on which perceptual beliefs are grounded, epistemically suspect, by raising concerns about 

whether the percept reflects more the environment or the contents of the penetrating cognitive states. CP 

may affect the sensitivity of perception to the data by causing perception to select those data from a visual 

scene that confirm the contents of the penetrating cognitive states and ignore other data that do not. That 

is, it may bias perceptual processes to favor the viewer’s expectations. It is also accepted that not all cases 

of CP downgrade perception. The problem is to explain why some cognitive effects downgrade perception, 

while others do not. 
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To address these concerns, I propose reframing of the problem of cognitive penetrability (CP) so that it 

incorporate two factors that largely have been ignored in philosophical accounts of CP. The first factor is that 

when discussing the CP of perception, one should distinguish between early vision and late vision and 

examine the cognitive effects on each stage because cognition affects them differently. Also, to examine the 

effects of cognitive influences for the epistemic role of perception, one should delineate the epistemic 

contributions of early vision and late vision. 

All accounts of CP assume that although CP is a term covering cognitive influences on perception, not all 

cognitive influences on perception constitute cases of CP. When cognitive factors affect perception by 

introducing an external link to perceptual processing, as when they make the viewer refocus her attention 

to some part of the environment changing the percept, this is unanimously considered not to be a case of 

CP. Moreover, not all instances of CP downgrade perception; some even enhance its justificatory role. To 

discuss adequately CP and its epistemic effects, one has to examine carefully the way the cognitive states 

affect perceptual processing. To this end, and this is the second factor that I bring into the discussion, I 

distinguish between direct or intrinsic and indirect or extrinsic cognitive effects on perception and discuss 

their function, their impact on defining CP, and the way they affect the epistemic role of perception. 

I claim that direct cognitive effects on perception are clear cases of CP because cognition affects 

perceptual processing on-line, that is, while perceptual processing takes place, and, hence, changes the way 

visual information is processed. Late vision, which is directly affected by cognition, is CP. This sort of effects 

influences the epistemic role of perception and may lead to harmful epistemic consequences for perception, 

but it may also enhance its epistemic role. 

Any other cognitive effects on perception that cannot in principle affect the epistemic role of perception 

do not count as cases of CP. The main reason for this is because CP was conceived in such a way as to cause 

various epistemic problems for perception. Since as I have argued (author) there are no direct cognitive 

effects on early vision, the visual processes that retrieve information from the environment are not affected 

by cognitive states. There are, however, indirect effects on early vision, such as pre-cueing, which, however, 

do not affect perceptual processing itself but create the context in which it takes place. I argue that the 

indirect effects on early vision do not diminish the sensitivity to the distal data and are, epistemically neutral, 

which entails that early vision is CI. 

The fact that early vision is only indirectly affected by cognitive state and, thus, the cognitive states do 

not influence information retrieval from the visual scene ensures that all data from the visual scene are in 

the proximal image and are available to late vision processing. I will also show why this fact allows us to 

explain, first, why not all cases of CP downgrade perception. It also allows us to explain why in most, if not 

all, cases in which CP downgrades perception, the bad cognitive effects can be mitigated; this is so because 

the proximal image can be revisited and the right data can be selected from it leading to the formation of the 



Abstracts  Poster Session 
 Philosophy of the Cognitive Sciences 

 

463  

right percept, that is, of the percept that best reflects the visual scene. Such revisiting is very important in 

rebutting constructivism, especially in the Philosophy of Science.
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In recent decades, computer simulations have become a central tool for studying the organization of complex 

systems in a variety of scientific fields, such as physics, cosmology, biology, climate science, economics, 

sociology, and political science. More recently, social epistemologists have begun to follow this trend, using 

computer simulations to model the social organization of scientific research (SOSR, for short) (see e.g., 

Zollman 2007; De Langhe & Greiff 2009; Hegselmann & Krause 2009; Weisberg & Muldoon 2009). Computer 

simulations are taken to be very valuable tools for modeling the complexity of the internal dynamics of 

scientific research, and for overcoming some of the limitations of previous analytical models of the social 

organization of science (e.g., Kitcher 1990; Goldman & Shaked 1991). 

Critical assessment of computer simulations in social epistemology, however, is yet to be articulated. In 

this paper, we take a first step in this direction. Our aim is two-fold. First, we aim at clarifying the relation 

between computer simulation models in social epistemology and their target systems. Second, through a 

comparison with computer simulation models in econometrics, we aim to show that for purposes of 

optimization and prediction social epistemologists ought to connect the results of their computer simulations 

to their target systems in the real world. We take the latter to be a challenge for SOSR simulation models to 

become more empirically informed, in the same way that, over time, economic modeling gave way to 

empirically valuable econometric analysis by linking models with data. We argue that the challenge can be 

taken as a possible point of criticism for current simulations of SOSR, but also as an avenue for future research 

into the social organization of scientific research. 

The paper has three main sections. The first section looks at recent developments in the literature on the 

social organization of science, mostly in philosophy of science and social epistemology. Some of the early 

models by Philip Kitcher, Michael Strevens, and Alvin Goldman tried to show that non-epistemic dynamics in 

science — for example, individual scientists’ pursuit of personal credit for career advancement — may 

actually contribute to the epistemic aims of science, such as discovering the truth about phenomena. Those 

models, however, often had to greatly simplify the scenarios due to the limitations of analytical treatment. 

Accordingly, the recent introduction of computer simulations, which allow more complexity to be added to 

the described scenarios, has been appraised as a more realistic way of modeling SOSR. But to some critics 
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even current computer simulation models are in need of more complexity in order to achieve realistic and 

accurate descriptions of their target systems (see Payette, 2012). More and more papers are being published 

with finer-grained models and more sophisticated analyses of the social mechanisms of scientific research. 

In the second section, we address the main question of the paper, i.e., whether the race to complexity is 

well-directed or rather misguided. It is hard to resist a comparison of the events in the research fields of SOSR 

studies with the relatively recent history of economics. Modern economic theory has been focused on 

developing models of the economy: equilibrium models, trade models, monetary models relating interest 

rates with macro variables like GDP or employment, just to mention a few examples. But, as soon as 

computing became available to scientific efforts, economists realized that many of the limits of analytical 

models could be overcome with computer simulation models, just as social epistemologists realized, later 

on, that many of the limits of the initial analytical models of SOSR could be overcome with computer 

simulation models. Complex models of the economy could be connected in a relatively straightforward way 

to empirical data, and thus parameterized and used for both explaining otherwise puzzling phenomena (e.g., 

Hobijn and Frances 2000, 2011), or predicting economic trends (e.g. monetary models in use at most central 

banks). In this section, we use two econometric models, a model of the relationship between expected 

income and migration decisions (Kennan & Walker 2011) and a model of unemployment memory (van Dijk 

et al. 2002) to illustrate how economists bridge the gap between computer simulation models and their 

target systems. We compare these econometric models with three SOSR models in social epistemology: the 

social network model (Zollman 2007), the epistemic landscape model (Weisberg & Muldoon 2009), and the 

unified model (De Langhe 2014). 

In the third section, we argue that the complexity afforded by simulations models of SOSR is of little value 

if that research stream doesn’t take lessons from economics and econometrics, and think about ways to 

parameterize their models and link them with data from the target systems. Ultimately, we argue, the 

empirical challenge of SOSR studies is whether it is feasible to connect simulation models with data, in which 

case the challenge can be addressed and a new direction of research can be taken, perhaps aided by lessons 

from econometrics methodology; or whether the game is not worth the candle, and other ways of 

investigating SOSR may be more fruitful: for example, case studies, historical analyses, conceptual analyses, 

etc. 

To conclude the paper, we present both optimistic and pessimistic scenarios about how the challenge 

may unfold. For the more optimistic scenario in which the challenge can ultimately be addressed, we present 

a set of methodological principles that SOSR research should follow. For the more pessimistic scenario, we 

pose a number of sub-challenges to the idea that SOSR research can proceed by way of modeling; among 

these the most important one is the problem of measurement of the variables involved in SOSR models. 

Whether philosophical research on SOSR will be able to face the empirical challenge or not is itself an 

empirical question, but one that should be informed both by the development of computer simulation 
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models in the social sciences as well as by rigorous philosophical analysis about the proper aims and feasible 

achievements of SOSR models. 
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De Finetti’s philosophy of probability is highly influential in current philosophy of science: he is one of the 

founders of subjective Bayesianism. Two main philosophical ideas inform de Finetti’s thought: operationalism 

and pragmatism. The former, however, calls for the identification of a phenomenon with the operations 

performed to measure it; but de Finetti saw probability as a primitive concept, existing independently of its 

measurement. A satisfactory explanation of this tension does not exist in the literature. Studying de Finetti’s 

philosophical influence, the pragmatism of Vailati and Calderoni, we are able to give a new detailed and 

straightforward explanation for the link between de Finetti’s operationalism and his pragmatism. Our reading 

sees the need for the former as dictated by the definition of ‘meaning’ given in the latter. Our approach also 

affords an interesting view on other salient aspects of de Finetti’s philosophy, such as his verificationism and 

subjectivism. 

 

The following passage is emblematic of the tension in de Finetti’s operationalism: 

In order to give an effective meaning to a notion—and not merely an appearance of such in a 

metaphysical-verbalistic sense—an operational definition is required. By this we mean a definition based on 

a criterion which allows us to measure it [...]. The criterion, the operative part of the definition which enables 

us to measure it, consists in this case of testing, through the decisions of an individual (which are observable), 

his opinions (previsions, probabilities), which are not directly observable. 

In this passage, a footnote refers the reader to Bridgman’s book [2]. The following is a quote which can 

convey, in a ‘slogan’, the message of that book: “In general, we mean by any concept nothing more than a 

set of operations [by which it is measured]; the concept is synonymous with the corresponding set of 

operations” [2, p.5] (emphasis in original). As Eriksson and H´ajek note in [3], this sentiment is echoed in the 

first paragraph, but immediately qualified, perhaps even contradicted, in the second. They suggest that 

perhaps de Finetti was not a strict operationalist. M.C. Galavotti, who has written extensively on the topic, 

does not go down this path, but seems, in earlier writings, to put more emphasis on the pragmatic (more in 

the sense of ‘practical’) role of operational definitions. In Galavotti’s accounts, the pragmatic aspects are: the 

need to put numbers to beliefs in order to guide decisions, and the continuity, in de Finetti’s work, between 
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inductive reasoning and inductive behaviour, and between decisions in everyday life and in science. In more 

recent work [4], Galavotti examines the broader philosophical perspective that de Finetti borrows from 

pragmatism. 

We think that these existing accounts cannot explain, in detail, the dilemma in the passage above. We 

argue that a satisfactory answer is to be found in de Finetti’s prag- matism, which is, to a great extent, Vailati 

and Calderoni’s pragmatism. Now, according to this school of thought, the meaning of a proposition is that 

set of experiences which we claim will be produced, or would be produced given specific circumstances [6, 

p.41]. A separate matter is the truth or falsity of the proposition: this is decided by testing the verifiable 

consequences that the proposition claimed [6, p.44]. But what, then, is the meaning of a probabilistic 

sentence? Note that a degree of belief of 0.99 that it will rain tomorrow is not proven false by the lack of rain 

tomorrow. Take this proposition: S: “my degree of belief about event E is a”. If considered as a proposition 

on E, this is simply an opinion: Vailati and Calderoni excluded opinions which have no verifiable predictive 

import from the ‘meaningfulness-test’, and de Finetti repeats time and again the exact same concept: it is 

misguided to say that a probability opinion is right or wrong. However, and this is crucial, we do not want 

propositions like S to be meaning- less in general. Then, for it to have a meaning in the pragmatist sense, 

there must be some predictive content which is verifiable. What is this checkable predictive content? It is 

precisely that given by the operational definitions: S contains the claim that I will choose a as my betting 

odds, or display this belief in any other equivalent operational definition. It seems to us that this is a neglected 

aspect of de Finetti’s philosophy: operationalism is needed, because of the ‘meaningfulness-test’ for 

propositions required by Vailati and Calderoni’s pragmatism. Note how this understanding of meaningfulness 

favours subjective probability over objectivist interpretations: indeed, if we say ‘the ob- jective probability of 

event F is b’, we have no direct way of verifying this proposition. Furthermore, this understanding of de 

Finetti’s position finds confirmation in the Italian mathematician’s own writings (see [5, p.83]). 

Vailati and Calderoni also explained that other people’s beliefs are not verifiable di- rectly, but can be 

checked by consequences we can derive from them [6, p.52]. This is exactly the role that decisions play for 

de Finetti’s probability. Other interesting comparisons between Vailati & Calderoni and de Finetti are 

possible. For example, the former argue that properly speaking, there are no repeated events [6, p.72]. De 

Finetti echoes this sentiment in a number of his works (see [5, p.7]). Lastly, Berkovitz [1] is right in suggesting 

that de Finetti would choose a weaker version of verificationism. Vailati and Calderoni say that propositions 

can meaningful even if they are only conceivably checkable in the future. De Finetti again echoes them ([5, 

p.6]). 

Summing up, we believe that viewing de Finetti’s philosophy of probability through a detailed look at his 

pragmatist influences, we can understand a fundamental but puzzling aspect of his thought, add to the 

analyses given by Galavotti, and answer questions raised in recent work by Berkovitz and Eriksson & H´ajek. 
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1. Introduction 

Scientific collaboration has kept developing since the 19th century (Beaver and Rosen, 1978, 1979a and 

1979b). More and more articles are now produced collaboratively, by larger and larger teams. There is little 

doubt that this trend can be explained by various factors, which can be non-epistemic (e.g. psychological 

factors, artifacts of credit or cita- tion, ...) or epistemic (e.g. the possibility to generate new ideas, the need 

to put together specialists from different fields, ...), or by a combination of such factors. 

Our claim is that, to explain scientific collaboration, it can be sufficient to invoke small differences in the 

efficiency of collaborative groups in passing the various steps of a research project (whatever the origin of 

these gains in efficiency). We rely on the results of a formal model proposed in Boyer-Kassem and Imbert 

(forthcoming), but tackle a different question. Whereas their model gives normative statements, we aim at 

providing important results about the ways in which collaboration can be explained. For this reason, the core 

of the present paper is devoted to discussing how such results in terms of efficiency can have explanatory 

power, and we shall argue that resorting to a functional explanation is appropriate in the present case. 

 

2. The model and its results 

Boyer-Kassem and Imbert (forth.) propose a model in which the performance of groups are mostly 

determined by those of individuals. They consider n scientists, working on a l-step long research project. 

Researchers have an individual probability p to pass a step per unit time. Only the last step is publishable and 

the priority rule applies. Researchers can collaborate or not. Collaborating only means sharing passed steps 

and equally splitting the final reward. As the authors note, these hypotheses do not specifically favor 

collaboration, which boils down to information sharing (e.g., two heads are not supposed to be more than 

twice better than one, contra Thagard), so the gains in step-efficiency are moderate. 

Collaboration configurations are simulated up to n = 10, and individual rewards per unit time are 

compared. Roughly, the morale that Boyer-Kassem and Imbert draw is that individuals are better off 

collaborating. 

Two other results are of particular interest here: 

(1) There is no such thing as the successfulness of a k-group. This quantity is contex- tual since it depends 
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on the collaboration configuration of the other agents in the community. 

(2) Small differences in the step efficiency of k-groups can result in larger differences in overall individual 

or group rewards per unit time, with sometimes a factor 10 or 20. 

Overall, it is not sure that these results, taken at face value, can have general explana- tory import, 

especially if they are too contextual. This is one of the important point that we analyze in the remainder of 

the paper. 

 

3. Explaining collaboration 

The results from the model are normative: they describe what is best for a rational individual in some sets of 

circumstances — roughly: collaborate! A usual economist way of thinking is that providing a normative model 

about optimal situations can sometimes be explanatory. However, it is unlikely that this is here sufficient 

since, in the larger social sciences, philosophers are usually more demanding (cf. Kincaid 1996, Pettit 1996). 

Functional arguments, when they are well-justified, can provide convincing explanatory patterns in the 

social sciences: a social practice P exists “in order to” promote effects E, or the practice P ’s function is to 

bring about effects E (e.g. initiation rites exist in order to promote social cohesion). Similarly, we shall defend 

here the claim that scientific collaboration develops because it promotes individual epistemic successfulness. 

We shall rely on Kincaid’s definition of functional explanation, which says that P is functionally explained by 

E if: 

(a) P causes E, 

(b) P persists because it causes E, 

(c) P is causally prior to E. 

We then argue that these conditions, and in particular the first two, are met in the present case. The 

results of the model, taken from an aggregated perspective, can be used to give good grounds for (a), by 

relying on the above result (1). Importantly, the aggregated perspective shows that (a) is robust under various 

changes in the size of the group, the size of the community and what other agents do, which answers the 

above-mentioned worries about contextuality. That collaboration persists because it causes individual 

epistemic successfulness (con- dition b) can be plausibly argued independently from the model, by pointing 

out that the ability to collaborate is usually transmitted between researchers in the process of collaboration 

itself, especially to students, and that pragmatic rewards accrue to epistemically successful scientists. 

 

4. Conclusion 

Importantly, our results do not depend on the origin of the epistemic step efficiency: the model shows that 

differences in the step-efficiency of a group are much amplified at the group successfulness level. Actually, 

any source of small differences in the epistemic step efficiency of groups (that is, not simply information 

sharing, as in the model) may also work: epistemic ones (specialization, generation of new ideas, error 
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checking, ...) or non-epistemic ones (money for hiring technicians/secretaries, for accessing data, for buying 

instruments, ...). Thus, the argument shows the potential explanatory force of any factor that improves the 

step efficiency of groups. 

Finally, competition, which comes from the enforcement of the priority rule, is a cru- cial aspect of the 

model. In this respect, the model involves a social aspect and the corresponding explanation of collaboration 

is also partly social and departs from the usual purely epistemic explanations. In the same time, as argued 

just above, the scope of this explanation is large since it can be applied to any case in which a mechanism 

improves the step efficiency of groups. Therefore the present explanation also departs from purely 

sociological explanations of collaboration. 
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One of the most famous criteria to demarcate the humanities from the natural sciences is the method of 

“Verstehen”. Empathetic understanding of the actors, as “Verstehen” is often understood, is typically 

considered as a subjective method and thus as a problem for the objective nature of these sciences. This 

position was famously spelled out by Carl Hempel in his paper “The function of General Laws in History”. 

Hempel argued that the historian can only explain phenomena from the past through lawful generalization. 

This notion of explanation also has to account for the objectivity of historiography. Objective checks can be 

made through empirical testing of the determining conditions, the universal hypotheses and through the 

logical investigation of the explanations offered. (Hempel 1942, 38) On this view, the method of “Verstehen” 

is merely a heuristic device that the historian uses to generate hypotheses. (Hempel 1942, 44) Therefore, the 

objective nature of history relies solely on the possibility of verification of the explanations offered, while the 

subjective method of “Verstehen” only has a preliminary, heuristic role to play. 

Hempel's position, however, has certain problems which are specific to the humanities. I will illustrate 

these problems with Lucien Febvre's “Le problème de l’incroyance au XVIe siècle”. Febvre's work is a classic 

of 20th century historiography and has generated a lot of controversy. So in this respect it is interesting to 

see how these debates can be arbitrated: to what extent and how can the objectivity of his claims be put into 

question? In the work Febvre argues among other things that certain mockeries of the virgin Mary in the 

sixteenth century were not critiques of Christianity, but were marks of the contemporary intellectual and 

religious culture, while in the eighteenth century the same mockeries would have had an atheist meaning. 

(Febvre 1942, 150–152) Febvre argues for this by relating types of literary discourse to a general intellectual 

culture of the sixteenth century and showing how it differs from the cultural climate of the eighteenth 

century. Along the route he criticizes his predecessors, because they lacked a correct sixteenth century 

understanding of the sources. When one applies Hempel's framework to this case, a problem turns up. The 

historians whom Febvre is arguing against read the same books and letters as Febvre did. There is no clear 

way to understand how Febvre is verifying the determining conditions or hypothetical generalizations better 

than his predecessors, even though he seems to have a better understanding of the texts and the actors 

involved. This critique on Hempel has already been adequately pointed out by Charles Taylor. (Taylor 1980; 
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Taylor 1971) Taylor's position, however, leaves the question open whether the humanities' understanding 

can still be considered as objective. Within current analytic philosophy of science there aren't many elaborate 

positions that try to address these issues. This is not a very satisfactory situation. 

An interesting view that shows how the use of “Verstehen” plays a non-eliminable role in securing the 

greater objectivity of Febvre’s view (as opposed to his opponents), comes from Rudolf Carnap's “Der logische 

Aufbau der Welt”. According to Carnap's structuralist position in the Aufbau the use of concepts embedded 

in a field of structured logical relations yields objectivity. Carnap believes that every scientific concept can be 

defined within one system of logical relations. (Carnap 1928, §15) To this end Carnap uses constitutional 

definitions that stipulate how to translate sentences containing new concepts into sentences containing 

already constituted concepts of the system. Starting from a set of basic objects (elementary experiences) and 

a handful of relations Carnap shows how it might be possible to constitute all the scientific concepts, including 

those of the humanities (Geisteswissenschaften). 

In order to constitute the humanities Carnap stipulates two relations: the manifestation-relation and the 

documentation-relation. (Carnap 1928, §23) These relations should be capable of showing how a physical 

and psychological object can be understood as an expression of a cultural (geistiges) object, such as a religious 

or social custom. According to Carnap, the cultural objects form an autonomous level, which is irreducible to 

the lower levels of the physical or psychological domain. The objectivity of the cultural domain depends solely 

on the total structure of the system. Carnap also understands “Verstehen” as a heuristic, but it now has a 

more specific function that goes beyond the mere generation of hypotheses. It helps the historian in 

stipulating the correct relation between a physical or psychological object and a cultural object. It is a method 

that guides the scientist to find out how the cultural becomes alive through the merely physical or 

psychological objects, such as e.g. literary texts. (Carnap 1928, § 55) 

One can now see how Febvre's complex argument can be captured within Carnap's framework, since it 

relates physical objects (books, pamphlets, letters) and psychological objects (feelings, thoughts) to cultural 

objects (intellectual culture, contemporary theological theory). Febvre relates the physical and psychological 

objects that his predecessors were studying as well, to a different cultural object, namely contemporary 

sixteenth century theological theory and humanist, intellectual culture. Using Carnap’s framework, we can 

show why Febvre’s better understanding of the actors and texts involved has a direct consequence for the 

objectivity of his claims. The latter is due not only to possible empirical verification, but also depends on the 

richer structural relations of the concepts used within the constitutional system. 

Although Carnap himself never worked out any of the suggestions concerning the humanities from his 

Aufbau, I believe his position has a great potential for our understanding of the humanities. At the end of the 

paper I will reflect on the viability of Carnap's documentation-relation, using Febvre's work. I will show in 

some detail how Febvre relates the physical books, pamphlets and letters as expressions of the larger 

intellectual culture and how he tries to validate his relations more objectively than his predecessors. 
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In this paper I give an account of the concept of irregular vibrations in order to highlight a deterministic 

argument in Leonhard Euler’s 1748 undertake to solve the vibrating string problem. I show that in the context 

of this problem determinism is the foundation for Euler’s legitimation of the use of arbitrary functions. I 

contrast Euler’s use of this principle of determinism with Jean d’Alembert’s appeal to continuity in solving 

the same problem (1747) and argue that whereas the uses of determinism and continuity are relatively 

similar in the structure of their respective proofs, the two principles have different foundations: the former 

is mechanical and the latter is metaphysical. 

The thinking and conceptualization of the vibratory motion of the string in eighteenth century analytical 

approaches to this problem by mathematicians such as Taylor and d’Alembert are centred on the distinction 

between regular and irregular vibrations. This distinction is about two natures of the vibratory motion, and 

generally functions as a criterion for the applicability of the calculus to these motions. Mathematical models 

for the motion of the string are built and equations are expressed only for regular vibrations. Irregular 

vibrations are not suited for mathematics, but nevertheless are considered to be the vibrations with which 

the motion of the string starts. A stretched string pinned down at both ends is generally set in motion by 

plucking it; however, this action can be performed in various ways (by varying the point from which the string 

is plucked or the distance from which it is set loose) which create irregular motions. These motions are said 

to be irregular either with respect to the shape of the string, that may not be smooth, or with respect to the 

differences in speed between portions of the string. Most mathematicians taking up this problem put various 

arguments as to how irregular vibrations turn into regular vibrations after some time, and proceed to 

mathematization. 

Euler challenges this account by arguing that the “state of vibrations” cannot change nature arbitrarily: 

that is, the state of the system, or the shape the string makes when a vibration is completed, depends on the 

preceding states, and is decisive for the next states of the system. This is a description of a conception of 

determinism which Euler formulates as a mechanical requirement for the system of a string in vibration. 

On the basis of this principle of determinism Euler refutes the distinction between regular and irregular 

vibrations as nonsense: vibrations are to be considered to be of one kind only, without any of the previous 

restrictions that would make them “regular”. Euler expresses this tenet mathematically by assigning arbitrary 

or “discontinuous” functions as the mathematical expressions of the shapes of the string in motion (functions 
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that are defined by more than one analytical expression). The scholarship has attributed Euler’s trust in the 

use of arbitrary functions to his optimism regarding the power of mathematics to fit physics; however, in 

solving specific problems, such as the vibrating string problem, the use of discontinuous and arbitrary 

functions is an expression of principles derived from mechanics, e.g. his take on determinism. 

Euler finds this principle of determinism to be in agreement with his computations in the proof, for the 

velocities of the points of the string in motion do not come as relevant for the equations, and only 

accelerations do. This is not the case for d’Alembert’s proof of the same problem, since in his reasoning the 

velocities of the points of the string need to be preserved on a continuous set of values, and to satisfy this 

requirement, d’Alembert adds an extra condition that the function describing the curve that is to model the 

shape of the string be even. The notion of continuity at play in d’Alembert’s reasoning is not mathematical 

(mathematical continuity was not available at that time), but metaphysical, holding that nature has no gaps 

and allows no leaps. This Leibnizian notion of continuity is present in d’Alembert’s distinction between 

irregular and regular vibrations, and he appeals to it when claiming that any irregular motion of the string 

eventually turns into a regular motion. It is also the main ground for criticizing Euler’s approach to the 

problem of the string. 

Euler’s version of determinism is not grounded in the Leibnizian notion of continuity. Moreover, 

determinism and continuity in Euler and d’Alembert’s respective proofs play similar roles: to give a 

framework for the refusal or the acceptance of the irregular/regular vibrations distinction and to give 

theoretical support to the respective mathematical reasoning and the respective mathematical tools they 

use. Determinism has the advantage of minimizing the types of motions to be considered. 

This paper discusses the proofs which started d’Alembert and Euler’s controversy over the vibrating string 

by identifying the concept of determinism in Euler’s work and assessing its relationship to the principle of 

continuity. 
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The problem of scientific representation has become a booming topic in contemporary philosophy of science. 

Specifically in the past years numerous authors in the field have tried to explain the role played by similarity 

–between scientific models and the systems of the world they refer to– in the obtaining of fruitful scientific 

representations. 

This paper draws on the premise that, against some of the strictures formulated on the value of similarity, 

it is epistemically advantageous to conserve the concept to be able to explain how scientific representations 

advance understanding about the world. But to succeed in the attempt, it will be indispensable, first of all, 

to respond to the main criticisms raised against it; and secondly, to develop a specific account of similarity 

that goes beyond the constrained descriptions of it often proposed in the field. 

One of the best acknowledged criticisms to similarity is the already classic one raised by Nelson Goodman 

in the sixties. Following him, some contemporary philosophers of science have also rejected the role of 

similarity while generally endorsing explanations of representation based on denotation or inferentialism. 

These criticisms share the claim that there are significant logical incompatibilities when we try to reduce the 

relation of representations to a relation of similarity. In other words, they argue that while representations 

entail asymmetrical, non-reflexive and non-necessarily-transitive relations, similarity comprises symmetrical, 

reflexive and transitive relations between objects. The way I would like to respond to this kind of analysis is 

by recognizing that similarity does not exhaust representation indeed, precisely because similarity is not a 

condition of possibility of something to be a representation of something else. By contrast, similarity should 

be rather understood as a central feature of those practices of representing in science that generate fruitful 

and genuine understanding of the world. 

In addition, there is another remarkable criticism to similarity that needs to be confronted–and that is key 

to develop my own approach in opposition to it-. I refer to the historical bias that identifies similarity with 

the old metaphor of the “mirror of nature” or with the ideals of “perfect imitation” or “copy”. The pertinent 

response to this fallacy is that similarity is not the notion that should be disregarded, but these obsolete and 

epistemically useless definitions of it instead. 

If my proposal is right so far, then we should move away from the previously referred misconstructions 

of the notion of similarity. Nevertheless, it is not enough with answering to –or avoiding the criticisms made 

to it. It is also indispensable to provide an accurate approach that goes beyond the constrained explanations 
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of it already proposed in the field. Similarity is a many-sided term, it can mean different things, and 

accordingly diverse and usually conflicting accounts have been endorsed in contemporary philosophy of 

science -namely, accounts of isomorphism, homomorphism, similarity as resemblance, etc. So it is 

fundamental to define how exactly we are going to understand it and in which particular sense it will play a 

role in the construction of scientific representations. 

In the second part of my paper, I will not venture to advance a completely defined new approach to 

similarity, but I will point out several fundamental elements that have to be present in an accurate and useful 

explanation of it. The main features of my approach will be: i) the location of the idea of similarity in the 

context of scientific practices, instead of in a binary relation of representation; that is, similarity would not 

refer to a set of fixed features on the objects of the representation (vehicle and target) but to a characteristic 

of the practices of representing; ii) the development of a more integrating approach that takes different types 

of similarity (i.e. isomorphism, homomorphism, appearance resemblance) as compatible in principle to each 

other; the predominant type of similarity would be defined by the goals of the specific research; iii) the 

characterization of similarity as inseparable -and compatible with- distortions of different kinds (idealizations, 

generalizations, simplifications, abstractions), all interlaced in the same creative practice of representing. 

To be able to develop the former arguments, an important strategy of enquiry I would like to suggest is 

the establishment of a dialogue with the field of art, given that it has a much longer tradition discussing the 

problems of representation and similarity. In particular I shall refer to some stimulating debates in art that 

took place in the Avant-gardes period, at the beginning of the twentieth century. At first sight it can seem 

that allusions to similarity were radically rejected to explain the nature of artworks at that time. But quite 

the opposite, very interesting reflections on how to reinterpret and reconsider similarity can be found in 

writings on depiction and artistic practices of that period. Perhaps, artworks could not be explained 

exclusively in terms of “similarity of appearance” since then anymore. But far from disappearing, other kinds 

of similarity (perceived similarity, structural similarity, conceptual similarity) will still have presence in the 

theorizing of modern art. Or for example, Kandinsky’s treatise Concerning the Spiritual in Art (1910), or Klee’s 

and Mondrian’s theoretical-applied writing on representation put the emphasis on the idea that genuine 

representations are characterized by the presence of singular kinds of similarity that go hand in hand with 

distortion and with changes of the features of the object represented. Accordingly, I will endorse that 

selected similarities and selected distortions together, leading to a particular goal, are essential part of our 

creative practices of representing. 
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General Description 

One important aspect of the social sciences traditionally discussed from the philosophical or methodological 

points of view is the relatively clear distinction between the ‘positive’ and the ‘normative’. Though this 

distinction has been subjected to strong criticisms during the last decades, mainly due to the lost of credibility 
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of the ‘value-fact distinction’ within analytic philosophy of science, it is clear that the normative concerns are 

paramount in many of the critics that social science in general, and economics in particular, are receiving in 

connection to their having failed to contribute both to the prediction of the current economic recession and 

to the scientifically-grounded political responses to the increasing inequality and the decreasing levels of 

welfare that many societies are experiencing as a consequence of the crisis. We think it is important, hence, 

as a contribution from philosophical analysis of the social sciences, to reconceptualise the positive-normative 

dimension, both with respect to the analytic instruments that the social sciences deploy to describe, 

understand, and evaluate normatively-laden facts, and with respect to the ways in which the search of 

scientific knowledge on social facts can be put to normative uses by the citizens or their representatives. 

Participants in this workshop range from a wide specter of fields within the philosophy of the social sciences. 

 

Abstracts 

1. Catherine Herfeld: Two Ways in which Economics has been Normative 

The normative/descriptive divide in economics has been of large concern for economists and philosophers 

of economics alike. For a long time, economists have tried to maintain a strict dichotomy between positive 

and normative. While the former is meant to tell us what is the case in science, the latter tells us what ought 

to be the case (e.g. Hands 2012). At the same time, a lot of confusion and disagreement exists regarding the 

way in which the normative and the positive dimension of economics are related. This paper is meant to 

further clarify the issue at hand. By tracing a set of key episodes in 20th century economic scholarship, I 

investigate into how the normative/descriptive distinction became interpreted and reinterpreted in 

economics. Much of the debate has been focused on the status and usefulness of rational choice theories, 

such as subjective expected utility theory. Hence, I particularly focus on the changing methodological status 

of rational choice theories, the ways in which economists have justified those theories, and the different 

interpretations of rationality underlying them. To illuminate this history, I adopt a three-fold distinction 

between normative, prescriptive, and descriptive models (e.g. Baron 2014): Normative models offer 

standards for evaluation that are defended independently of observation. They are usually considered 

objective and justified by philosophical and mathematical argument. Descriptive models psychologically 

explain human judgment and decision-making. They might for example be used to explain departures from 

normative models of decision-making. Finally, prescriptive models are used to foster improvement and, as 

such, are located in the domain of design, engineering, or practice (ibid.). Given this distinction, I argue that 

there are at least two ways in which economics has been normative. While both ways have frequently been 

closely intertwined, I urge to keep them separate; not only in economics itself, but also when tracing the 

history of rational choice theories, as well as when assessing current research programs such as libertarian 

paternalism. 
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2. Tomasz Kwarcinski: Well-Being in Post-Crisis Economics. Should We Shift Attention from Preference 

Satisfaction Theory to Objective List Theories? 

Since D. Parfit’s Reasons and Persons (1984) the philosophers have been indicating three main kinds of well-

being theories. Accordingly, there are hedonistic theories, desire fulfillment theories, and objective list 

theories. In the mainstream of economics well-being is usually associated with preference satisfaction which 

is one of the variants of desire-fulfillment theory. In my paper I would like to show that reflection on the 

latest economic crisis can provide persuasive reasons for shifting, at least to some degree, economist’s 

attention from preference satisfaction theory to objective list theories. 

At the beginning, the main reasons for defining well-being in terms of preference satisfaction, which are 

widely shared by contemporary economists, will be presented. Then, I will try to show that objective list 

theories can cope with economist’s expectations too. To do this I will refer to the research in behavioral 

economics (G. Akerlof, R. Shiller, R. Thaler, C. Sunstein) as well as some reflection on causes and normative 

implications of recent crisis (D. Ross, J. Roemer). I want to come to the conclusion that in order to prevent 

similar crisis in the future it is insufficient to set up more business ethics or corporate social responsibility 

courses in business schools but rather some in-depth reflection on such key economic concepts as well-being. 

 

3. José A. Noguera: On the Normative Uses of Social Science 

The relationship between social science and normative theory (including political philosophy and ethical 

theory) has been most often thought only in one way: how ethical or normative values enter into the 

discourse and practice of social science. In this paper I will argue that it is philosophically more interesting 

and promising to address the opposite question: how social facts are relevant for normative theories. The 

issue of whether a ‘value-free’ social science is possible, I will claim, is not philosophically as relevant as the 

issue of whether a ‘fact-free’ normative theory is possible. 

First, I will argue that debates on ‘value-free’ social science are quite exhausted, and that the conventional 

Weberian solution to this problem is essentially correct. In the context of these debates, there are two 

different questions that are often merged: first, is it possible to analytically distinguish between fact and 

value judgments?; and second, are there necessary logical relationships between some fact judgements and 

some normative judgments? I will defend an affirmative answer to both questions, and show how different 

thinkers such as Max Weber, Amartya Sen or John Rawls would subscribe this position. I would also show 

how the conventional anti-normative stance of empirical social scientists, as well as the mainstream 
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‘normativist’ stance of current ‘social theory’ or ‘critical theory’ (with special reference to Habermas and 

Putnam) are both problematic. 

Second, I will claim that the role of facts in normative theory is under-theorized in at least two ways (which 

are different from the usual tasks of welfare economics or social choice theory): 1) assessing the factual 

assumptions of normative theories and political philosophy, and 2) assessing the feasibility and practical 

applicability of normative theories. In particular, task 1 suggests that, contrary to what mainstream ‘social 

theory’ assumes, the validity of a normative theory may depend on the validity of some social-scientific 

theory or evidence. Task 2 suggests that informational problems affect how to tell whether some normatively 

relevant state of affairs is the case or not in a particular context or situation. 

Both claims lead to the conclusion that the logical relationship between positive and normative theory is 

not symmetrical, since the validity of a positive theory does never depend on the validity of a normative-

ethical theory. So the focus should be on how facts are relevant for normative theories, and not so much on 

how values are relevant for positive theories (which is more a methodological and deontological issue). 

 

4. JULIAN REISS: Confirmation Meets Social Epistemology: A Theory of Inferential Judgement 

There is no universal logic of induction (cf. Norton 2003). Inductive arguments can be more or less compelling 

or ‘cogent’ but the extent to which they are so depends on contextual factors that go well beyond what could 

be described as an inductive logic. William Rehg (in his book Cogent Science in Context) focuses in particular 

on three extra-logical dimensions of scientific argumentation: the dialectical, the rhetorical, and the socio-

political. Dialectical elements have to do with the way in which arguments are being produced – for instance 

with whether or not an argument has had a sufficient chance of being challenged by a sufficiently inclusive 

choice of experts. Rhetorical elements are features of the presenter of the argument (e.g., ‘Is she an honest 

scientist?’) and its audience (e.g., ‘Does it mainly speak to other scientists or the public at large?’). Socio-

political elements are the institutional realities within which an argument is made (scarce resources may 

mandate a smaller degree of inclusivity than would ideally be desirable, for instance). 

This paper looks at one logic of induction in particular – eliminativism – and, starting from accepting that 

it is indeed the case that logic and ‘the facts’ alone indeed underdetermine the conclusion of an inductive 

argument, develops a richer ‘theory of inferential judgement’ that includes dialectical, rhetorical, and socio-

political elements in Rehg’s sense. The theory is then applied to a case from contemporary social science that 

illustrates the importance of the extra-logical elements in making a good social-scientific argument.  
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Normativity and Social Science 
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General Description 

The papers in this workshop explore a variety of different topics areas and related core issues in the 

contemporary philosophy of social science, including topics in political theory (republicanism and democratic 

theory), the “return” of philosophy of history, and the alleged special status of normative explanations within 

social science. Discussions of these issues will also make clear how issues in the philosophy of social science 

connect to some core issues in philosophy of science, and to what extent perhaps philosophy of science ought 

to take more notice of topics within philosophy of social science. 

 

Abstracts 

1. James Bohman: Republicanism Then and Now 

Republicanism is an old, but innovative doctrine. Most of all in the work of Pettit, Skinner, and others, 

republicans have explored new ground, which is forward looking and oriented to the modern age and modern 
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understandings and a distinctive modern and "international form" of justice and democracy. These questions 

are now at the core rather than the margins of republicanism, precisely where fundamental dimensions of 

modern political life takes place, with a "broader and deepened form of freedom." By introducing a new 

conception of democracy, republicanism has become distinctly modern, where international bodies and 

states are needed to establish and entrench the basic liberties of citizens and a role for contestation the 

existing global framework. While I agree with some features of this view, such as its the appeal to a role for 

"publically delivered resources and protections" as way to entrench freedom. However, the scope of 

cosmopolitan liberty must, for the sake of justice, include many others. 

However, modern republicanism faces a number of problems. Given the complexity of modern 

procedures (including Bargaining, compromise, majority rule and others, the republican polity requires a 

healthy forms of contestation. Here democratic legitimacy best captures the modern debates about 

priorities. Republicans thus need to more clearly develop a genuine role for the participation of citizens in 

processes of political will formation that is cosmopolitan in character. However, even with constitutional 

provisions in a multilevel system, if the courts take over too many functions in a multilevel system, the 

supremacy of the community can be undermined by a dispersed form of popular sovereignty, as Fritz Scharpf 

has shown. The long term solution is unstable, since it cannot make room for democratic political demands. 

He argues that “the extreme case” is of a polity conforming only to liberal principles which, at the same time 

lacks practically all republican credentials. I will show that Scharpf’s argument works only on certain 

conditions. 

 

2. Paul A. Roth: Reviving the Philosophy of History 

A call to revive philosophy of history will, I expect, quickly prompt at least the following two questions: first, 

what exactly would this revival revive; and, second, why bother? Those skeptically inclined might counsel 

indefinite postponement, inasmuch as this subfield has remained mostly deserted since the 1970s. My 

primary concern will be to outline the current status of key issues raised by the first question, for the purpose 

of identifying those aspects within philosophy of history that both merit and demand renewed philosophical 

consideration. In particular, my paper reconsiders questions tied to the use of narrative as a form of 

explanation. Specifically, I focus on those features that make historical explanation distinctive and yet 

belonging on any satisfactory catalogue of explanatory strategies. I directly address an epistemic question 

that I take to be of central philosophical concern, viz., in what respects explanations in narrative form can be 

said to offer credible justifications. Answering this requires a turn away from narrative theory and back to 

neglected works by Arthur Danto and Louis Mink. For they understood in a manner now lost or forgotten the 

question of narrative explanation as an epistemic issue. Examination of some recent reflections on narrative 

explanation reveals how disconnected discussion has become from their concerns. Moreover, their work 

provides important and still crucial insights that can be deployed to fashion answers to philosophical 
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concerns about narrative explanation. I conclude with two examples of what I claim to be explanations in 

narrative form—Raul Hilberg’s The Destruction of the European Jews and Michael Friedman’s A Parting of 

the Ways—that should motivate philosophers and others to attend to narratives as a mode of explanation. 

These examples indicate as well how answering the first question noted at the outset also answers the second 

of my initial questions. 

 

3. Stephen Turner: Normativity and Social Science 

The concept of normativity poses problems for the philosophy of social science, to the extent that it is a rival 

to explanations in the social sciences, and to the extent that social phenomena are claimed to be immune to 

social science explanation and in need of some other, distinctively normative kind of explanation. The issues 

can be given a long history in the conflict between idealisms of various kinds and naturalistic social 

explanation, but there is a specific history to the current form of this problem. Wilfrid Sellars, in his early 

writings on the normative, was specifically concerned with the question of what “extreme anthropology” and 

behaviorism could explain, and with the question of what vestiges of rationalism could be preserved in face 

of the challenges posed by behavioral science. 

The general form this problem takes is this: defenders of normativity as a special kind fact beyond the 

reach of social science explanation describe some realm of fact in a normative way, and contend that the 

apparent social science explanations fail to capture some essential feature of the fact. Social science 

explanations typically describe the facts in ways which eliminate this feature. Conflicts arise in a wide range 

of areas, between ethical theorists, for example Joseph Raz, who regard particular “good” reasons in action 

explanations as complete by virtue of being “good” and therefore regard social science explanations as 

gratuitous. The same sort of arguments may be made about explanations involving knowledge, which can be 

taken as a normative concept. Conflicts also take the form of claims that action, intention, and other 

indispensable notions are intrinsically normative. These conflicts are stubborn, and reach into many areas of 

philosophy. However, if they are taken seriously, social science becomes a limited enterprise, which fails to 

explain much of what it has traditionally attempted to explain.  
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General Description 

Since much of philosophy of science depends on, or at least is informed by, philosophy of mathematics it is 

crucial that such connections be both highlighted and valued. Again, well-witnessing the varying perspectives 

and differing investigations of philosophers of mathematics the topics of this session will include: 1) 

arguments showing that the problem of applicability is a general philosophical problem that can be faced 

head-on by scientific investigation and so can be dissolved as a specifically mathematical problem; 2) 

arguments that understanding the proper notion of a mathematical axiom allows us to give an account or 

how systems, both mathematical and physical, can be said to have a structure, without our having to give a 

metaphysical or semantic account of what structures are “made of” or “refer to”; and, 3) arguments that 

investigate the use of inferences to the best explanation, both in mathematical and science, to then 

reconsider what this might tell us about both the nature of mathematical axioms and the application of 

mathematics to physical theories. Overall, our aim is to show that mathematical applicability is not 
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mysterious, not unreasonable, and not really a problem for either the philosopher of mathematics or the 

philosopher of science. 

 

Abstracts 

1. Otávio Bueno: How to Dissolve the Problem of the Application of Mathematics 

I argue that there is no genuine problem of the application of mathematics. Other problems get confused 

with the issue of the application of mathematics, creating the impression that there is a special problem here. 

As it turns out, the problems in question are problems about (i) the (apparently indispensable) use of 

mathematical techniques in theory construction; (ii) the difficulties of determining the consequences of 

physical and mathematical principles in a given domain; and (iii) the mechanism of representation of 

empirical or mathematical phenomena. These are all well-known, and important, problems in philosophy of 

mathematics, philosophical logic and philosophy of science. But none of them makes the so-called problem 

of the application of mathematics special (see also Azzouni [2000]). After all, anyone who attempts to provide 

an account of science or mathematics faces these problems anyway, and these problems can be 

accommodated without assigning any special role to the problem of the application of mathematics. 

 

2. Elaine Landry: Mathematical Structuralism and Mathematical Applicability 

I argue that taking mathematical axioms as Hilbertian is not only better for our account of mathematical 

structuralism, but it yields a better account of mathematical applicability. Building on Reck’s [2003] account 

of Dedekind, I show the sense in which, as mathematical structuralists, we ought to dispense with 

metaphysical/semantic demands. Moreover, I argue that it is these problematic demands that underlie both 

the Frege/Hilbert debate and the current debates about category-theoretic structuralism. At the heart of 

both debates is the metaphysical/semantic presumption that structures must be constituted from/refer to 

some primary system of elements, either sets or collections, platonic places or nominalist concreta, so 

axioms, as truth about such systems, must be prior to the notion of structure. But what we ought have 

learned from Dedekind [1888] and Hilbert [1899], respectively, is that we are to “entirely neglect the special 

character of the elements”, and so axioms are but implicit definitions, and, consequently “every theory is 

only a scaffolding or schema of concepts together with their necessary relations… and the basic elements can 

be thought of in any way one likes… [A]ny theory can always be applied to infinitely many systems.” The first 

thing to note is that no primitive system is necessary, the second is that any system, be it mathematical or 

physical, can be said to have a structure. Thus, applicability can be understood as just the Giere claim that a 

physical system has a mathematical structure, i.e., that it satisfies the axioms, in certain respects and degrees 

for certain physical purposes. 
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3. Øystein Linnebo: Mathematics and Inference to the Best Explanation 

The method of “inference to the best explanation” is frequently invoked, not only in the empirical sciences 

but also in the philosophy of mathematics. After reviewing some appeals to this method in the philosophy of 

mathematics, I examine the conditions under which the method is justified. This examination calls into 

question the potential of the method as a way of justifying new mathematical axioms. 
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